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Abstract

Suppose we observe a realization of size n of a Gaussian stationary sequence and we estimate
Of, a functional of the spectral density, by j.. For example, Of and 6, might be the true and
the empirical rate at which the process crosses a certain level. It is natural to ask: (i) can the
sampling distribution of 6. be consistently estimated? and (ii), can a better estimator of Of

than 8, be constructed on the basis of j?
In this paper we describe approaches which allow answering both nuestions affirmatively in

certain situations. The approach is based on resampling the data, i.e., using the original data to
specify a distribution from which new samples are drawn. In the fErst problem the dpta induce
an estimate of the spectral density f, and the sampling distribution of . under f, is used to
estimate that under f. We establish results for estimators of well-behaved functions of linear
functionals of the spectral density. In the second problem we pretend the data are circular so
that the periodograrm of the data is a sufficient statistic and thus the conditional expectation of
9. is a better estimator. If the data are not really circular, this mechanism introduces bias but
the reduction in variance may be substantial enough to reduce the mean square error.
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Chapter 1

Introduction

1.1 Setup and problems

Suppose we observe X0' - N(O, .1 ), a realization of size n of a Gaussian stationary process
{Xt}'_= . Since the process is stationary E. is a Toeplits matrix and completely specified for
all n by a spectrum f, and we may write Xo7' - N(O,f), Furthermore, suppose we estimate
Of = O(f), some functional off, by procedure 0.

In this paper we explore the use of resampling methods in connection with two problems:

1. consistent estimation of the sampling distribution of 6. and

2. using i, to find a better estimator of 09.

1.2 General strategy

The basic strategy behind our approach to each of these problems is based on resampling the
observed data, i.e., using the observed data X" - ' to specify a distribution from which we then

draw samples Y- 1 which are sometimes called boot.trp samples.
There are two steps implicit in this approach: the first defines the procedure through which

the original data specify the distribution from which new samples are to be drawn; the second
indicates how these bootstrap samples are to be used to solve each of the two problems at hand,
e.g., using Monte-Carlo to approximate distributions and their moments.

1.2.1 Strategy for problem 1

For the first problem we proceed as follows:

I. Use X* - to estimate the spectrum f by f,. via some procedure,

2. Draw Yo' - ' -- N(O, ,1 ) and calculate Of for each sample

3. Take the Monte-Carlo approximation of the (conditional on X" -') sampling distribution
of Of as the estimate of the sampling distribution of 0.

1.2.2 Strategy for problem 2

For the second problem we proceed as follows:

1. Use X- 1 to construct a sufficient statistic S, S(X -)
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2. Draw samples Y - I - £(X0"-1S,,) and calculate 9, for each

3. Approximate d; = E(60IS,,) by the average of the 6,,'s.

1.3 Results for problem 1

In order to be able to give fairly exhaustive coverage to problem 1 we will restrict attention to
estimates of linear functionas of the spectral density and well-behaved functions of these.

1.3.1 Linear functionals

Linear functionals of a spectrum f are of the form

and they can be efficiently estimated (cf., e.g., Hasminskii and Ibragimov, 1986) by the corre-
sponding linear functional of the periodogram I,' of the data

For example, covariances and their MLE's (under the Toepits model) are of this fo:ni.

1.3.2 Results for linear functionals

It simplifies matters to estimate the sampling distribution of U,, = v'ni(6. - Of) rather than that
of 6.. As mentioned above, we first use Xn - I to estimate the spectrum f byf,, and then draw

samples Yo - from £(Y"-'IX 0 
- ) = N(O,j,). If we let V, V/-n( , -9O.), we can then use

£(V,,X'-) to estimate £(U.).
The device used in deriving our results is to construct U. and 1', on the same probability

space with the property that £(OL1 ) = £(U,,) and C(fTjXn-) = C(VnIX 1).

Our main result, Corollary 3.5, establishes that, under regularity conditions on 8, f, and 8,,,

dp(,C(U,,), C(,IX - ')) = o (I),

i.e., the Prohorov distance between the distribution of interest and its estimate is small with
high probability.

The proof of this result is an easy consequence of Theorem 3.4 which establishes , - , -

o,(I) under the following regularity conditions:

1. f, 0 satisfy a Lipschits condition.

2. Ilf - 1i.1 = f I(w) - f,(w)Idw= o,,()

3. P(inf., ,,(w) > 0) - 1

4. sup, A,,(w) = o,(l)

5. sUp,, .;'(,) = O,(1)

6. sup. Iin(_)12 = o.(n/ log2 n).
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We then extend these results to differentiable functions h of linear functionals in Theorem
3.8 and Corollary 3.9, in which case the variables of interest are

U,- = ((1....k) - h(61f 1., Ofp))

and
V = . ) - h(8 1.,,._ 81.,)

1.3.3 Spectrum estimation

The motivating idea for assessing sampling distributions is a practical one: we would like to use
this method in real-life applications, for example, to estimate the sampling bias and variability
of statistics of interest. We mentioned in the previous section that this resampling strategy will
only work if the estimate of the spectral density used to generate the bootstrap samples satisfies
certain properties.

In our simulations we implemented the spectrum estimation technique derived in Wahba
(1980) which estimates the logarithm of the spectral density by smoothing the log of the peri-
odogram.

We chose Wahba's procedure for two reasons: (i) there is an easily programmable objective
criterion for choosing the amount of smoothing which makes the procedure automatic and thus
suitable for large simulation studies; (ii) the degree of differentiability of the estimate can be
controlled.

The amount of smoothing and the degree of differentiability of Wahba's estimate are con-
trolled by two tuning parameters. Choosing the value of the smoothing parameters is essentially
a choice between controlling bias or controlling variability (and hence regularity properties) of
the resulting estimate of the spectral density.

Specifically, let A and m denote the two tuning parameters: A controls the amount of smooth-
ing and m represents the number of continuous derivatives of the estimate. Let h be the log of
the spectral density and h, be its estimate so that j,. = exp(k,,) is the estimate of f. Then, by
letting A be a function of the sample size n, i.e., picking a sequence A,. = A(n), which decays
to 0 slowly enough, certain regularity properties of h,, (and hence of in) can be controlled. In
particular, we establish that if A,. = O(n') and 0 < r < m/3, then

1. sup. Ih.(w)I = Op(I) which implies

(a) sup. j.,,(w) = O,(l) and

(b) sup. 1;'(-) = O,(l)

2. sup 1h' (w) 2 = Op(n1 /5 ) which, together with condtion (l.a), implies sup .f,"(W) 2 =o,(n'/3).

3. E f Jh(w)- h.(-) 2 dw = o(l) which, together with condition (L.a), implies f if() -

.(wJ)I'dw = o,(1).

These properties can be seen to be sufficient for the conditions described at the end of the previ-
ous section to hold, and thus enable the results of this paper to obtain in practical applications
wheie the parameter of interest can be expressed as a well-behaved function of linear functionals
of the spectral density.
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1.3.4 Applications

We apply this resampling methodology to the probl-mn of estimating the first correlation p of
the process by the sample correlation A = E XtX,+1 / X,1. Since p and A can be expressed as
ratios of linear functionals of the spectral density and periodogram respectively, the theoretical
results obtained apply in this case.

The simulations studies indicate that the estimate of variability obtained by cur method are
roughly as good as the asymptotic approximations, and much better when estimating bias, even
though the asymptotics were calculated assuming complete knowledge of the model generating
the data.

1.4 Improved estimators

Suppose we observe a realization of size n, X 0  , of a Gaussian stationary process with spectral
density f, and we estimate a general functional Of = O(f) by 62.

1.4.1 Circular process

Under the assumption that the process is circular the periodogram In' is a sufficient statistic

and we can consider the estimator 9. = E {6f In' } which has smaller risk than i under convex

loss by the Rao-Blackwell Theorem.
Under th- assumption of circularity it is easy to calculate _ since, conditional on the pe-

riodogram, the first half of the discrete Fourier transform of the data has fixed amplitude and
independent uniform U(O, 1) phases. Thus, by sampling uid U(O, 1) phases we can obtain new
samples of the discrete Fourier transform (DFT) of the original data with the same conditional
(given the periodogram) distribution. Taking inverse DFT we can obtain new samples of data
Y0 - , calculate 6, for each, and average to obtain an approximation to

1.4.2 Non-circular process

If the original process is not circular the periodogram is not a sufficient statistic but we may
pretend it is and resample as in the circular case to obtain 9;. However, this mechanism will in
general introduce bias, i.e., Ei; E.i, but the amount of bias is often neglibible compared to
the reduction in variance so that i_" has lower mean square error than 6f.

1.4.3 Applications

The motivating idea is to obtain more efficient estimators in situations where efficient estimators,
e.g., MLE, cannot be calculated easily but there exist inefficient estimators. This happens, for
example, in the context of estimating the crossing rate of level a of a Gaussian stationary process.
In this case the MLE (undet the Toeplits model) can only be evaluated in the case a = 0 in
which case it is given by .5 - ir- 1 arcsin(b), where A is tht first sample correlation coefficient.
On the other hand, the empirical crossing rate * which simply counts the number of crossings
and divides by n - 1, can be calculated for all a.

The simulations indicate that, for the case a = 0, the MSE of E { II:} is roughly equal

to that of the MLE, and much smaller than that of A
. Furthermore, it is worth mentioning

again that our procedure has the the advantage over the MLE that it can be calculated for all
a while the MLE is limited to the case a = 0.
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1.5 Algorithms

Resampling plans are by nature computer intensive. For this reason, one of the emphases of
this research was to implement algorithms which could be driven by the FFT. To generate n-
long realizations of stationary Gaussian processes with covariance matrix E,, we adapted an
algorithm to simulate circular processes of length 2n due to Jonas (1984) whose n-long segments
have covariance E,,.

1.6 Related research

The idea of using the data to specify a distribution from which to resample was advanced, in
the id case, by Efron (1979). The idea of resampling Gaussian stationary process with spectral
density specified by the data to study sampling bias and variability was set forth in Ramos
(1984). Subsequently Hurvich and Zeger (1986) and Stine (1986) have come up with similar
schemes for different applications. In related research, methods to estimate variability in the
context of time-dependent observations have been suggested by Crlstein (1986) who estimates
it on the basis of subseries values and by Freedman and Peters (1984) who, in the original
spirit of Efron (1979), suggest fitting a long autoregression and generating new psuedo-series by
resampling the residuals.

1.7 Contents

The paper is organized in the following manner:

1.7.1 Chapter 2

In this chapter the background and numerous auxiliary results are presented. Of particular
interest are results concerning the magnitude of the covariance between periodogram ordinates
and their logs, Lemmas 2.16 and 2.17.

1.7.2 Chapter 3

In this chapter we establish the results concerning linear functionals. The relevant results are
Corollaries 3.5 and 3.9 which establish tha. the bootstrap distribution is close, in probability,
to the unknown sampling distribution of the estimator.

1.7.3 Chapter 4

In this chapter we establish the properties of Wahba's (1980) procedure. The main results are
Lemmas 4.3, 4.4, 4.8 and 4.7 which rstablish regularity properties and convergence in L2 norm
to 0 of the integrated mean square error.

1.7.4 Chapter 5

In this chapter we describe the Monte-Carlo algorithm for simulating realizations from Gaussian
stationary processes.
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1.7.5 Chapter 6

In this chapter we describe applications of our resampling methodolgy to the problem of esti-
mating the sampling bias and variability of the first sample correlation under the AR(1) and
MA(l) models and result of simulations.

1.7.6 Chapter 7

In this chapter we examine the problent of finding better estimators by resampling. An applica-
tion to estimating the crossing rate of a certain level is discussed and results of simulations are
presented.

1.7.7 Appendix A

All proof of results are given in the Appendix.



Chapter 2

Background

In this chapter we state the basic definitions, assumptions, and properties of stationary Gaussian
processes and their spectra; we also define the discrete Fourier transform (DFT) and the peri-
odogram, investigate their distributions and moments, and review some asymptotics. Finally,
we briefly discuss circulants with two examples which will be useful later on.

2.1 Gaussian stationary processes

In this section we introduce Gaussian stationary process and investigate properties of their
covariance structure and their spectra. We also describe a representation of such processes due
to Cramer.

2.1.1 Covariance structure

In what follows let {Xt}._, (or more simply {X,}) denote a real and discrete time series,
that is, a random sequence ... , X-1, XO, X1 .... In this paper we will only be concerned with
time series which are stationary and Gaussian. Intuitively speaking, stationarity means that the
distribution of the X's does not change with time; formally:

Definition 2.1 { X,} is a Gaussian stationary sequence if all its finite dimensional distributions
are multivariate r. 7rmal, E(Xt) = p, and cov(XXt+o) = c,, for all t, a.

Remark: For convenience and without undue loss of generality, we will assume throughout this
paper that I = 0.

Stationarity implies that if X -1 = (Xo, .. -IX,_ )' is a realization of size n of a stationary
Gaussian process with covariance sequence {c,}, its covarince matrix E,, is Toeplitz with first
row co,...,c,,-. Recall that E, (rej) is Toeplits whenever otik = O[i-kl, i.e., the value
of any entry is k function only of its distance to the main diagonal. Thus, it is easy to see
that the first row (or column) defines any Toeplits E. and thus it is convenient to write E, =
T(co ..-. c,,-i) where T maps the column vector (co... c,1 _1 )' to the Toeplits matrix with first

row (co,... , ,L-). An easy consequence of definition 2.1 is that, for all n and a, Xn - t +
4

N(0, En ) where E,, =-T(co,.... ,c.-I).

2.1.2 Spectrum

A dual representation of the covariance structure of a stationary process is given by the spectrum.

7
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Definition 2.2 If E'. Ic• < oo the spectrum of the process can be defined by

.(A) = c.exp(i2wsA), (2.1)

for all A.

Assumrpcion 2.1 The covariances of all processes considered in this paper satisfy

E-o C,- <00.

The characteristic properties of the spectrum are:

1. f is clearly periodic with period 1 so we can limit the range of A to any interval of unit
length.

2. Since {Xt} is real-valued, c, = c-, and hence f(A) = f(-A) which, together with the fact
that f is periodic, implies f is symmetric about 1/2, i.e., f(1/2 - z) = f(1/2 + z).

3. f and {c, } are a Fourier transform pair and hence

c.= f f(A) exp(-i2rsA) dA. (2.2)

for all real a and integer s.

4. Briflinger (1980, p. 24) shows that Definition 2.2 implies f > 0.

Lemma 2.1 It f > 0, then T(co .... c,) > 0 for all n.

Remark: The spectrum determines T(co,...c,-) for all n so that we will write Xn-.- N(0, f)
to indicate X - 

- N(0,T(c0,...,c,_j)).

Smoothness of the spectrum

It is easily seen from (2.2) that a constant spectrum implies c, = 0 for a # 0, i.e., the {Xj} are
independent and the process is memoryless. On the other hand, if the spectrum has a sharp
peak near the origin the c,'s will decay slowly and we can think of the process as having a long
memory.

In the next few paragraphs we briefly discuss in what way "smoothness" properties of the
spectrum and conditions on the covariance sequence {c, } are related and state the "smoothness"
conditions we shall impose on the spectra under consideration in this paper.

"Smoothness" of a function f is usually quantified in one of two ways: (i) by properties of
f, namely Lipschits conditions and differentiability, or (ii) properties of the Fourier coefficients
{c.} of f, namely the rate of decay to 0 of {c.}.

Recall the definition of a Lipschits condition:

Definition 2.3 f E Lip(a) whenever there ezists a smallest constant Mf,, such that

sup lf(w. +h) - f(.)I! M<,4

for all c > 0.

Remarks:

I. M., is called the a-modulus of continuity of f.



CHAPTER 2. BACKGROUND

2. We will write Mf for M1i1 .

It is clear from delaition 2.2 that E 1c, I < oo iwplies sup. f(z) < oc, although the converse
does not necessarily hold. In general, conditions on how quickly the sequence {c, } converges to
zero, differentiability of f, and Lipschitz conditions are related in the following manner:

Lemma 2.2 If f(w) = E' c, exp(i2rsw) then

s s!jc, I < 00 :=> sup If(k)(w)l < 00 : f- E Lip(l)

for k > 1, and Assumption 2.1 implies that f is continous.

Assumption 2.2 In this paper we shall only consider processes for which the spectrum f E
Lip(l) and f > 0.

2.1.3 Cramer representation

Throughout this paper we will appeal to a representation of Gaussian stationary processes due
to Cramer. Its importance lies in the fact that it expresses the values of the process as a simple
function of the spectrum and is thus useful in establishing results which depend on properties
of the spectrum.

Theorem 2.3 (Cramer) If {X,} - N(0, f) we can write

1/2

X, ] exp( i2rtw)F(w)dZ(w) (2.3)

where F is any integrable complez function such that F(w) = F(-w) and IF(w)12 = f(w), and
Z(w) is a continuous and complez-valued process with independent Gaussian increments having
the following properties:

1. EdZ(w) = 0 for all w,

2. EdZ(w)dZ(A) = 6,_k,

3. EdZ(w)dZ(w) z= 0,
4. dZ() = dZ(-w).

where 6. is Kronecker's 6, i.e., 6. = 1 if z = 0 and 0 otheruse.

Remarks:

1. The last property ensures the process is real-valued.

2. In the engineering literature F is called a transfer function.

3. If f E Lip(l) it will be convenient to take the transfer function F E Lip(l) too. In other
words, let F(w) = Vi7?wexp(iO(w)) where 9 E Lip(l). For our purposes we rarely need
to consider cases where 8(w) 6 0.

2.2 The main construction (MC)

In order to establish the main results of this paper it is necessary to construct two processes
{Xt) - N(0, f) and {YJ} - N(0, g) defined on the same probability space. These two processes
are defined in such a way that they are to be "close" (in a sense to be made precise below) to
each other, subject to the restriction {X,) N(0, f) and {Yt} - N(0, g).

First we state the assumption on the transfer functions:

Assumption 2.3 Let F,G E Lip(l) be measurable, corplez-valued, non-vanuhing finctions
such that F(w) = F(-w), IF(w)I' = f(w), G(w) = G(-w), and IG(w)1 2 = 9(w).
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The main construction: Define two processes {X,} and {YJ} by

1 1/2

x 1 exp(i21w)F(4)dZ(w) (2.4)

and

=t exp(i2wtw)G(w )dZ(w) (2.5)

for all t, where Z(w) is as in Theorem 2.3, and F and G satisfy Assumption 2.3. We shall
henceforth refer to this construction as the Main Construction (MC).

Notice that, under the conditions of the MC, for given spectra f and g the corresponding
transfer functions F and G are defined up to amplitude but not phase so that different choices
of phase functions will lead to processes which are more or less "close" to each other. If we
measure "closeness" by EIXt - Y 2 , it is then straightforward to show that

Lemma 2.4 If {X,} and {Y} are given by the MC, then

EiX, - YI2 = fIF() -G(w)'d

for all t, and is minimized when the phase functions of F and G are the same, in which case
EIX, - ,12 = f I Vf -':' - Vig-\)i 2w.

2.3 The DFT and the periodogram

In this section we define the discrete Fourier transform (DFT) and the periodogran associated
with a realisation X 0 '. We also examine their sampling properties when X' - ' - N(O,f),
f E Lip(l).

2 3.1 Definition of the DFT and periodogram

Definition 2.4 Let JT,(w) - n - 3 F,-' Xte - ' 2 ' denote the discrete Fourier transform of

Definition 2.5 Let I,'(w) IJ,2(w)I 2 be the associated periodogram.

Re=-_-s:

1. J*(w), I,(w) are periodic with period 1.

2. If X0 
1 is real-valued it follows that Jz(w) = J,1(l - w). Hence I,(w) = Inz(l - w) and

1.'(l/2 + -) = I,'(1/2 - w).

We will write J,' without the argument w to denote the column vector with entries J.(k/n),
k = 0,..., n- 1, and similarly In' is the vector whose components are Jn(k/n)J2 , k = 0,..., n- 1.
These are just the DFT and the periodogram evaluated at the set of Fourier frequencies k/n,
k = 0,..., n - 1. We will refer to these vectors simply as the DFT and the periodogram.

---- A- -m NNU , mmanaImn mmnn mnmu M Onm
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2.3.2 Convolution and kernels

Since many of the results we derive below are expressed in terms of convolutions of a function
f and a kernel, either Fejer's or Dirichiet's, we state the the relevant definitions and properties
below. In this section f and g denote arbitrary periodic functions (not only spectral densities).

Definition 2.8 If f and g are periodic define the convolution f * g of f and g by

f - g(z) = +6 f(z - t)g(t)dt = f(t)g(z - t)dt.

Remarks:

1. We will usually take a = 0 or a -1/2.

2. Notice that if either f of g are differentiable, their convolution is differentiable and1' 1
(f * g(-))' = 10 f'(z - t)g(t)dt = J f(t)g'(z - t)dt.

In this paper we will use the following notation: let L, denote the space of periodic (almost
everywhere) functions which are Lebesgue integrable to the ps" power with norm

Ilf lP = {j-:1/ If(w)Idw}I

i.e., f E LP if, and only if, If II, < 0. Iff and g are in L, we will occasionally write d,(f, g) =

If - g91,.

Lemma 2.5 Let f,9 E LI, g 0, and IugIh = 1. Then

inff(wi) < inff, g(w) < supf *g(w) < sup f(w).

In the following lemma S denotes either (i), the set of periodic continuous functions with
sup norm, or (ii), L,.

Lernma 2.6 (Butzer and Nessel, 1971). Let f E S and g E L1 . Then f * g E S and Ilf * glis !

IfIsi1191t.

Remark: If 119111 = I we can apply Lemma 2.6 to the derivatives of f to show that the result of
convolving f and g is smoother than f.

We now state definitions and properties of the Dirichlet and the Fejer kernels.

Definition 2.7 For n > 0 let
D'(')- sin(nA)

sin( 'A)

denote Dirichlet 's kernel and let

K. ()- sin 2 (nvA) I !D(A)
n sin'(-A) ni(

denote Fejer's Kernel.
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These kernels arise naturally when approximating f by finite "sums" of its Fourier coefficients
{ck}. Here the word "sum" may refer to different types of sums, e.g. Cesaro. Each of these
"sums" can be expressed as the convolution of f with a particular kernel.

The following are standard results from approximation theory (cf., e.g., Butzer and Nessel,
1971).

Lemma 2.7 (Butzer and Nessel, 1971) If D and K. are the Dirtchlet and Fejer kernels re-
spectively, then

E exp(i2rkA) = D2,+(A), (2.6)

Ii /k=-n

in-I

exp(-sr(n - 1).) Z exp(i21rkA) = Dn() (2.7)
kz-O

and
h-n 1 - Lh) exp(i27rkA) = K,,(A). (2.8)

Remark: Since K, > 0, Lemma 2.7 implies IKII1 = 1.

Lemma 2.8 Iff E Li and cA, = fo' f(A)exp(-i21rsA)dA, then
in

Z c, exp(i2 rkz) = D,,+ * f(z)
J k=-r,

and

ck I1- n)exp(i2rkz)= K * f(z).

Lemma 2.9 (Butzer and Nessel, 1971) f f E Lip(l), then

sup IK,, . f(-) - f(w)[ = M/O(log n/n).

uniformly in f.

The next is an auxiliary lemma we will use often.

Lemma 2.10 If D. is the Dirichlet kernel, then

j Dn (z - t)D(z - s)dz = Dn(s - t).

for all a. If in addition f E Lip(l) is symmetric and periodic, then

f+1{f(z) - f(s)}D.(z - t)D,(z - s)dz = MIO(logn).

uniformly in f and hence

f f(z)D.(z - t)D,(z - s)dz = Dn(s - t)f(s) + MfO(log n).

uniformly in f for all s, t, and a.

L - - - - 0
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2.3.3 Distribution and moments of the DFT

Let F denote the matrix with entries n - 1/2 exp(-i21rjk/n), j, k = 0,..., n - 1. Fn is called the
Fourier transform matrix since it projects a vector onto its DFT, e.g., J", = F,,X-'. Notice
that F, is symmetric and unitary, i.e. F 1 = F7,. F,, should not be confused with F, the
transfer function.

If we write F, = C,, - iS, for real-valued matrices C and S,,, we can establish the following
result concerning the distribution of J,:

Lemmra 2.11 If J' = F,,X'-1 and Xn-' - N(0,E,,), then

W N 0. -SN (.0,,C,, S,,,S,, "IE

and EIJz(W)12 = EI, (w) = K * f (w) for aUw.

The following lemma gives the variances and covariances between real and imaginary parts
of the DFT.

Lemma 2.12 If X'' -~ N(Of) forf E Lip(i) and 0 < 1, m < [n/2], then

2ER{J.,(l/n)}R{J,(m/n)} = bm,_(1 + 61 + 6,_,,2 )K,, * f(m/n) + MO(ogn/n),

2E t{J,' (n)}Z{J, (m/n)} = 6 ._(l - - bn/2_,)K,, * f(m/n) + MO(log n/n),

and
E {J (/n)}Z{J(m/n)} = (1 - b5n)(I - 6._ ) M12)MjO(log n/n)

uniformly in f E Lip(l).

2.3.4 Distribution and moments of the periodogram

Distribution of periodogram ordinates

We saw above (Lemmas 2.11 and 2.12) that the real and imaginary parts of J,(k/n) have
bivariate normal distribution with variance approximately proportional to K,, * f(k/n)/2 and
correlation p = M! O(logn/n). Lemma 2.11 implies that twice the periodogram ordinate I, (k/n)
is distributed like WK,, * f(k/n) where W = X + (pX + V-7S'Y) and X and Y are id
N(0, 1) variates. The following lemma establishes an alternate representation for W which will
make manipulations easier.

Lemma 2.13 If W = X' + (pX + v/1 iy)2 and X and Y are iid N(O, 1), then W is
distributed as

W = (1 + p)Uv + (I - p)U2

= (U+VU)Il+ PU 2 -- U)

= (U, + U )(I +p)

for U1, U2 iid N(O, 1). The two factors on the r.h.s. are independent and 101 <_ 1.
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Covariance between periodogram ordinates

Below we establish the main result of this section which calculates the covariance between
periodogram ordinates of realizations X0 - I and Y 0,-:

Lemma 2.14 If X' - ' and Y- are given by the MC with transfer functions F and G, then

2

CoV(n(A), (A)) = n- 2  F f(w)G(w)D,(w - A)Dn(w - )d .

+ n-2  F~)~)nW ,\Dw j).

In the case F = G, i.e., X, = Y, lemma 2.14 leads t- the following known result (cf., e.g.,
Haszminski and Ibragimov, 1986):

Corollary 2.15 If X -. N(0, f), then

I, 2
cov(1(A), I,(j)) = n -  f(w)D.(w - A)D. (w - u)dw

+ n- 2 Jf(,)Dnw - A)D(+P)dw 2 (2.9)

It is well known that the components of I,*(k/n), k = 0,.... [n/2] become increasingly

uncorrelated as n - oo. Since spectral estimates usually depend only on these components, the

properties of these estimates may depend on the rate at which the correlation between these
components decays to 0. For this reason, it is useful to evaluate (2.9) explicitly when A and A
are different Fourier frequencies. We then have the following

Lemma 2.16 If X'g. N(0, f), f E Lip(l), and 0 < I < m < [n/2], then

cov(I. (1/n), In mn)= M 2O(logn/n) 2.

uniformly in f.

We conclude this section with a result on the magnitude of the covariance between the
logs of periodogram ordinates. This result will prove useful when establishing properties of
the particular spectral estimate (Wahba, 1980) used in our simulations since this procedure
essentially amounts to taking a weighted average of the log of periodogran ordinates.

Lemma 2.17 If X0 1 satisfies the conditions of Definition 2.9 and 0 < I < m < n/2], then

cov(log I'(/n), log In(m/n)) = M2O(log n/n)2 . (2.10)

uniformly in f.

2.4 Circulants

In this section we introduce circulants, describe some of their properties, and discuss in some
detail two examples of circulants which will appear later on.

Definition 2.8 A matrix E' = (aj&), k, j = 0 ..... n - 1, is a circulant of dimension n if

c= (k - j) for some fiunction or with period n.
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Recall (cf., e.g., Brillinger, 1979) that the eigenvalues of I, are given by

A; : EZO (k)exp(-i2rkj/n),

k=0

j = 0, ..., n - 1, and the corresponding right-hand eigenvectors are simply the rows (or columns)
of the Fourier transform matrix Fn. In fact, it is well known (cf. e.g. Brillinger, 1979) that En
is a circulant if, and only if, it can be written as

E = F,AcF,, (2.11)

where Ac is diagonal with entries Ac. The importance of (2.11) is that the eigenvectors, the
columns of Fn, are the same for all circulants of dimension n. Notice that whenever E, and A'
are both real, .c is necessarily symmetric (and hence Toeplitz) and Ec = Fn .

It is easy to see that, given the eigenvaues, we can obtain the entries of E' by taking the
inverse DFT

I n - -1

nClk) = 1: A; exp(i21jk/n). (2.12)
)=0

2.4.1 Example 1: A circulant approximation to E,

Let X 0  be a realization of size n from N(0, f), f > 0, and let E, denote its covariance matrix,
i.e., X%- ' - N(0,E,.), E. = T(co0....cni). If we let J,2, = FnX denote its DFT, it follows
from Lemma 2.11 that

so that
En An FF. = F.,.F,..

where A,. is not necessarily diagonal or real. However,

Lemma 2.18 The diagonal entries of A,, are given by

nl-1

A, c, (1 - tl/n) exp(-i2xrij/n) (2.13)

- Z (c (1 - itl/n) + c,,tltl/n)exp(-i2wtj/n) (2.14)
t=O

Remark: The A, Kn*f(j/n) are the Cesaro means off evaluated at the Fourier frequencies
j/n, j = o,...,n - 1.

In order to construct a circulant approximation to En, define A = diag(A,) to be the
diagonal matrix whose entries coincide with the entries in the main diagonal of A. and let

EC = F.A'Fn = FnA ,F..

Lemma 2.12 shows that the off-diagonal entries of An are O(log n/n) so that Ec is a circulant
approximation to E,.

By construction it is clear that Xl., is a circulant since it is in the form of(2.11). The entries
of A' are given by (2.14) and hence the inversion formula (2.12) gives

c = ch (I - k/n) + c.-A, k/n. (2.15)

for k = 0, ... , n - 1. Notice that the approximation is better for entries closer to the main

diagonal.
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2.4.2 Example 2: "Circularizing" processes

Let f(w) = c exp(i2rws) be a spectrum and consider the following 2n x 2n circulant

E ,, = T............ .. ,0 c,.....c 1 ).

Lemma 2.19 If E, = F2,A,,7F2 ., then Ac. is diagonal with entries

in-1

A = ce exp(i27rtj/2n)

forj = 0..., 2n - 1.

Remarks:

1. The eigenvalues A = D2,+i * f(j/2n) are the partial sum of the Fourier series of f
evaluated at the Fourier frequencies j/2n, for j = 0,... 2n - 1. Since the Dirichlet kernel
is not positive everywhere it may be that some A's are negative even when f > 0, and
hence that E2n is not necessarily positive definite.

2. If A, > 0 for all j, then Ec, is positive definite and hence is the covariance matrix of
a circular process with period 2n. This process has the property that any n adjacent
components ofas realization are distributed N(O, E.) where E. - T(co,.... c,%-,).

The last property will be useful for fast simulation of realizations from N(O, En) since the FFT
can be used to generate realizations of processes which have circulant covariance matrices. For
this reason, it will be important that for large enough n, E', be positive definite, i.e., that it be
a covariance matrix. This is guaranteed by the following

Lemma 2.20 If E Ick I < oo and f > 0, then there ezuits N such that En is positive definite
for n > N.



Chapter 3

Linear functionals of the
spectrum

3.1 Introduction

Recall the motivating problem stated in the introduction: upon observing a realization X - 1 
-

N(O, f), f unknown, procedure 9, is used to estimate a functional Of of f and it is of interest
to assess the sampling distribution of 92.

One possible solution to this problem is the following: use some procedure fj to estimate f
and, by simulating many realizations from a process {Y} whose conditional distribution given
j. is N(0, j,.), determine the (conditional) sampling distribution of i. and use it to estimate
that of i. An obvious question is: under what conditions on 8, 9, f, and ,, can the sampling
distribution of i. be consistently estimated by the (conditional) sampling distribution of i.?

In this chapter we investigate the answer to this question in the case where the parameter of
interest is a linear functional of the spectrum and its estimate is the corresponding functional
of the periodogram. The main result in this chapter, Corollary 3.5, establishes that in this case,
under certain conditions on ,, and Of, C(d.) and C(djIX0 - ) are close with high probability.
This result is then extended to well-behaved functions of linear functionals in Corollary 3.9. For
example, we shall be interested in assessing the sampling distribution of estimators of normalized
linear functionals such as the ratio of two linear functionals.

Our results will, of course, depend on properties of the particular estimator of the spectral
density used. In Chapter 4 we show that the estimator of the spectral density (Wahba, 1980)
which we use in our simulations, will have the required properties whenever the smoothing
parameter is properly chosen.

Some of the theory required for establishing these results can be found in SA.2.1.

3.2 Sampling distribution of estimators of linear func-
tionaLs

3.2.1 Efficient estimators

Assume we observe a realization X - 1 -- N(0, f f unknown, and we estimate the parameter

= 90(w)f(w)dw (3.1)

17
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by

j. = f(J)1() (3.2)

for a real and measurable function 9. There is no loss of generality in assuming that 9 is even
and periodic and we shall hereafter do so.

Linear functionals include a wide class of par. eters, e.g., covariances and spectral moments.
In addition, they have nice properties: Hasminskii and Ibragimov (1986) establish (under weaker
conditions on f and 0 than those we assume in this paper) that i" is asymptotically efficient,
and

£ (v'( 0, 9,)) - £(U) (3.3)

where U - N (0, 2 f 8(w)'f(w)3d,).

3.2.2 Resampling strategy

We saw above that vi(O. - 8f) has a limiting distribution. For this reason it will be easier to
deal with the sampling distribution of

U, 'in(9 -of), (3.4)

rather than that of k.
The idea behind our resampling methodology is to estimate f by f,, and estimate the distri-

bution of U,, by the conditional distribution given f,1 = g of

V. V ' (i, - 9), (3.5)

where £(Y '- jX0'-1 ) = N(0,f,).

3.2.3 Results

The results of this section are obtained by showing that there exist random vaXiables , and
,, which are close with high probability and such that £(&.'IX0 - t ) = £(&,,) = C(U,) and

-(I?,]XO - t ) = _£(V,1X0-), i.e., U,, - f7,. = %(1). Corollary 3.5 then establishes

1. dp (C(U,,IX 1-'), Z(,IXO-')) = op(1) and

2. (()Cf-n 1)= 0(

where dp denotes the Prohorov distance (cf., e.g., JA.2.1). In other words, the distribution of

U. is approximated by the "bootstrap" distribution.
In the next section we construct these random variables and show that they indeed have

the desired properties. To do so, we proceed in stages: first, we assume f,, = g is given and
deterministic and use the MC to construct processes {)} - N(O, f) and { } N(0, g) and
define U,, and f, as in (3.4) and (3.5); second, we bound the distance between the distributions
of C, and V,, in terms of properties of f and g; third, we extend the results to account for the
fact that 1, is really a random variable by determining regularity conditions on , so that the
required properties of deterministic g hold for random f., with high probability.
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3.3 Distances between distributions of estimators

3.3.1 Deterministic case

If i,, = g is deterministic, the basic idea is to study how "close" the distributions of U. and
V, are as a function of how "close" the respective spectra f and g are. It turns out (Theorem
3.3) that if the two processes {Xt} - N(O, f) and {Y} - N(O, g) are given by the MC and we
measure the distance between the distributions of U,. and V., by EU]. - V,., this distance is
essentially bounded by the L 2 distance between f and g.

Before we go on we need to establish two auxiliary results. The first one concerns the bias
of 9.

Lemma 3.1 If 9 is bounded, 6. is given by (3.2), f E Lip(l), and X ' -.- N(O,f), then

E(i. - 0/) = Mf O(log n/n)

uniformly in f.

The second one concerns the covariance between 0, and , f 0(w)IlV(w)dw, an estimate

of Og = f 0(w)g(- )d-.

Lemma 3.2 If X0- 1 - N(O, f) and Y- N(O,g) are given by the MC with transfer func-
tions F and G, and 0, 4 E Lip(l) are even and periodic, then

ncov(G., ,) = 2J f(w)i(w)f(w)g(w)dw + MUsUp IFGIO(log n/n) + sup ifgIO(log 2 n/n)

uniformly in F and G.

We are now able to establish the establish the main result of this section, Theorem 3.3, which
bounds the distance between the distribution of U. and V, by EI U. - V.,! where U,. and V, are

induced by processes {X,} and {Yj} given by the MC.

Theorem 3.3 If X'1 - N(O,f) and Y'- .-. N(O,g) are given by the MC with transfer
functions F and G, 8 E Lip(l) is even and periodic, and U. and V, are given by (3.-4) and
(3.5), then

E2U v.1 <_ EJU.-vI

= 29(,)2If(,) -g(,,)j 2  (3.6)

+M,- sup IFGIO(log n/n) + (sup lfgl + M2 + M2)O(log2 n/n)

uniformly in F and G.

This tesult will enable us to show that U,. - V. = o,(1) when g is no longer deterministic but

a consistent (in integrated mean square error) estimate 1. with certain regularity properties.

Consistency ensures the integral in (3.6) to be o,(1) while the regularity conditions ensure the

remaining terms in (3.6) to be op(1).

3.3.2 Random case

Extending the results of the previous section to the random case where 1, is random will follow

upon showing that the estimate of the spectral density based on the original sample X0 - 1 and

the corresponding estimate of the transfer function satisfy certain properties which we will now

explore.
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Let j,. denote the estimate of the spectral density which the observed data X induce.
We will use the MC with F = VI , G - {.,}I/2 and Z(w) independent of X0 -  to generate
realizations of two processes {X±t and {Y"} whose conditional distributions given X ' - ' (or
equivalently j,,) are N(O, f) and N(Of,,). These processes in turn induce random variables U,
and V, with the property that £(&,,IX') = C(&,,) =£(U.) and £(fVJX"-) = C(VnlX-').
We will show that under regularity conditions on i,, these two distributions are close with high
probability.

Theorem 3.4 Let ,, be a spectral estimate which depends on X - and satisfies the followin9
properties:

. 1f - i.112 = o(1)

2. P(inf., ,,(w) ! 0) -. 1.
3. sup, i(") = o,()
4. sup,k' (u)) =oPaf)

5. supf.'(w) 3 =o,(n/log2 n).

If 8 E Lip(l) is even and periodic, then

-V2 o,(l).

Corollary 3.5 Let U - N(0, 2 f8(_)21 () 2d_). If the conditions of Theorem 3.4 hold, then

1. dp (a(U.). C(1V.1X0-')) = .p(1) and

2. dp (C(U),L(Q,1x0-')) 0o(1).

Remark: Item (1) above shows that the sampling distribution of U is consistently estimated
by the "bootstrap" distribution.

3.4 Functions of linear functionals

In this section we extend the results of the previous section to well-behaved functions of linear
functionals of the spectrum, i.e., the case where

h(80. e1... 0,) =h(62 )

is used to estimate
..........O,) h(Of)

for some function h which is well-behaved.

3.4.1 Limiting distribution

In this section we establish that the limiting distribution of well-behaved functions of linear
functionals is multivariate Gaussian. First, we show that the limiting distribution of vectors of
linea functionals is multivariate Gaussian.
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Lemma 3.6 Let f, Oj E Lip(l), j = 1_..., p, and let

be a vector of estimates of
O'= (o f ,. .ofP)

where

= fJ9,(w)1(w)d(w,)

and

forj = 1,...,p. Then, the limiting distribution uf /i(O. - Of) is N(O,E) where

E= 2 f 8(w,)Ok(,,f (w)dw.

The following theorem can then be used to establish asymptotic normality of estimators
well-behaved functions of linear functionals.

Theorem 3.7 (Rao, 1972) IfT = (T TA...Tb,,) is a k-dimensional random variable such that
the asymptotic dis.ribution of

(V/(TI, - 81)

,n( Th. - Oh)

is k-variate normal with mean zero and covariance mat iz S = (a,,) and h is a function of k
variables which is totally differentiable, then the asymptotic distribution of

-,,/.(hT. ...... Th.) - h(O ... h))

is normal uith mean zero and variance

49h ah

' 3

provided v(O) > 0, 9 =( . )'.

3.4.2 Results

In this section we extend the result of Theorem 3.4 to well-behaved functions of linear functiouals
of the spectrum.

Theorem 3.8 Let j, be an estimate of the spectrum f which depends on X" - i and satisfies

the assumptions of Theorem 3.4. Let ±0 1 and ko-t be realizations of two processes given by

the MC with transfer functions F = (f)1' and G = (j )'/, and let 9, E Lip(l), j = p
be even and periodic. If

U,: = ,/(h(i,) - h(of)), V, = ,/n(h(Ot) - h(of.),

and h has continous derivatives in some neighborhood N, of Of, then
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Corollary 3.9 Assume the conditions of Theorem 3.8 hold, and let U" be a random variable
whose distribution is the same as the limiting distribution of &,. Then

1.cp (C(Un),£C(f jXn-1))=o(1

1. o(1) and

2. dp (C(U). C(,IXn-')) o'(l).

3.4.3 Application: normalized functionals

We illustrate the results of the previous section with an example which we use later on in our
simulations.

Theorem 3.7 can be used to establish asymptotic normality of estimates of normalized linear
functionals, i.e., estimates

O;=f Oot.(),_ (3.7)

of functionals

0 f 9f(w)d f (3.8)

f f(w)dw 1f1

The class of normalized functionals includes the correlations

P= f cos(2rw)f(w)dw

and the normalized spectral moments.
A corollary to Theorem 3.7 gives the form of the limiting distribution of normalized linear

functionals.

Corollary 3.10 If U, = v/' (§; - 0;), then its limiting distribution is

N (O,2(O ;)' f (o(W)/69 - 1)'f'(,)2d).

wheref" f= 1/fl,-

Corollary 3.9 implies that the sampling distribution of U,, can be consistently estimated
by our resampling methodology. In Chapter 6 we give the results from simulations where the
parameter of interest is a normalized functional, the first correlation.



Chapter 4

Estimating the spectral density

4.1 Wahba's estimate

In this chapter we introduce Wahba's (1980) estimate and establish that it has the properties
which will alloy, us to apply the results of Chapter 3 when it is used as the spectral density to
generate the bootstrap samples.

The procedure estimates the log-spectrum of a stationary process with positive and differ-
entiable spectrum f E Lip(l). In this case the log-spectrum h E Lip(l) and has a Fourier series
expansion, i.e., 00

h(w) = logf(w) E bb exp(i27r;k).
h=-CO

We will assume, in addition, that ,01=_. IbIj < oo.
Now, suppose we observe a realisation of length 2n from a Gaussian stationary process with

spectrum f, i.e., we observe X3' -  - N(0,f). The proposed estimate of h(w) is

h(,) = i; 1+A(2r'v) 2 m exp(i2svw), (4.1)

where

,,= Y exp(-i2rvk/2n), (4.2)
k----n+l

Y ,. = log P2,(k/2n) + -t, and -y .57721 ... is Eulet's constant.

From (4.1) and (4.2) it is easy to show that h, is a smoothed version of the log-periodogram

since it can be rewritten as
14

ji(w)= hWx,,,(w - k/2n) (4.3)

where
where= , +(i2w) "  

(4.4)

is real, periodic, not necessarily positive, and such that

WX,,,,( ) - W ....(w - k/2n) - 1.

23
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4.2 Properties of the log-periodogram

In order to study the properties of (4.3) it is convenient to first assess the properties of the
triangular array Yt, k -n + I. n. We can write

Yk, = log(K 2 *f(k/2n)Vn)+7

= log(K 2 n *f(k/2n)) +tj,

where e, = log Vkf + -y, and establish the following

Lemma 4.1 If f E Lip(l) and 12'. is the periodogram from a realization of size 2n from N(O, f),
then

1. EYE,, = log(K 2,, * f(k/2n)) + MfO(log n/n)2

2. Eek= MjO(log n/n)2

3. VarYk,, = Var(el,,) = r2/6 + Mf2O(log n/n)'

4. cov(Yhn, Yn) = cov(e ,e.,,) = MfO(log n/n)2

uniformly inf for 1 < k <j < n-I.

4.3 Properties of Wahba's estimate

In this Rection we derive properties of Wahba's estimate which allow us to apply the results of
Chapter 3 when we use this estimate of the spectrum, in other words, we show that Wahba's
estimate has the regularity properties which Theorem 3.4 requires. We introduce notation and
auxiliary results first.

The following lemma derives properties of the window W;,,. and its derivatives.

Lemma 4.2 If W ,....(w) is given by (4.4), 0 < k < 2m, and

(h) d

then

sup W,(w) - (A - /v + A-(l+k)/S)O(n-l)

uniformly in A > 0.

Remark: There are two terms involving powers of A in the expression above to cover A - 0 and
A -- oo. In this paper we will usually need to use this result when A - 0 in which case Lemma
4.2 implies

sup I , ,,(W) = A-(+)l 2mO(n- 1).

Now, notice that, for n large, the estimate (4.3) of h = logf can be rewritten as

h,,(w) = (log(K2, *f(k/2n) + e&,.) W ,,n(W - k/2n)

k=nl

= £ W,,(w - k/2n)log(K2 ,1 * f(k/2n))
k=-n+l

+ % W,.,.(w-k/2n)eIR
k=-n+I

= Y,(w) + h;(w) (4.5)

so that it consists of a deterministic term and a random term.
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4.3.1 Properties of the deterministic term

In this section we find bounds for the deterministic term and its first derivative. In addition,
we show that it converges in L3 norm to the true log-spectrum.

Lemma 4.3 sup, Ih,.(w)l !5 E'O 1b, I + (1 + A 1 32 ")O(log n/n) uniformly in A.

Lemma 4.4 If f E Lip(l) is differentiable, then

sup jh"'(W)j (1 +-/m (1

uniformly in A.

The following lemma establishes convergence to h in L2.

Lemma 4.5 If f E Lip(l) and h, is given as in (4.5), then

11h. -sJ < A(A) + (I + A/") O(log n/n) (4.6)

uniformly in A, -h~re

A2(A) = j E (b,,A(2r/)2 (47

so that A(A) is bounded, continuous, and A(O) = 0.

4.3.2 Properties of the random term

In this section we establish bounds for the random term and its first derivative, and its integrated
mean square. First, the result for the integrated mean square.

Lemma 4.6 1f f E Lip(1) and h,* is given as (4.5), then

Efh(,.)2&, = 0(n-1)(1 +A-12.

uniformly in A.

The following result establishes the regularity properties for the random term.

Lemma 4.7 Let h;(w) = E~=-+ ehR.W,,(w) and let the following conditions hold:

1. EcA,,, = O(log 2n/n2)

2. supA& Eej,.12 = 0(l)

3. sup&,j Ee1seen = O(Iog 2 n/n 2)

4. Ej W( - k/2n) = 1

5. sup, IWft(w) I = O(n re-1)

6. sup., IW.(w)l = n

7. sup., IW,.'(w)j = (e_)

where 0< r. < 1, i = 0, 1, 2. Then, for any 0 <6, a < 1, we have that

sup Ih,*(-)I :5 Qp(ni/3+A+O- + ns'vl') (4.8)

and

su t-()|<0 n126"s+n 49gd
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This result requires interpretation: Assume that W, = W ,, where the smoothing sequence
A, satisfies A., = n-'. Thea ro = r/2m, r =- rim, and r2 = 3r/2m. Now let

at =max ++-- _,- 's + 
-

- l

and

a 2 = max +6+ -as+ -

Then, if we take a = + - and 0 < r < m/3, we have that a, = 1/4 + 3r/4m + 6/2 < 6/2
and a 2 = -1/4+5r/4m+6/2 < 6/2+ 1/6 so that, for 6 sufficiently small, it follows that a 1 !5 0,
a 2 _< 1/6, and hence, sup Ih :I O,(l), and sup h1 = O(n'/).

4.3.3 General properties

We can now establish a result for the integrated mean square error of h,.

Lemma 4.8 ff E Lip(l) and h, is given by (4.5), then

Ed2(h,h.,,) = A(A) + (1 + A-1/ 2 ')0(logn/n) + O(n- 1/2 )(1 + A- 1/ 4m). (4.10)

uniformly in A.

If in = exp(h,,) is used to estimate the spectrum f, we have

Lemma 4.9 Let f E Lip(l) and >, = Kn-" for 0 < r < m/3. Then

d2(jf,, f) = 0,(1) (O(logn/n -I 1/2 ' ) + A(Kn-') + O(n-'1 2 )(1 + A-r/4"n)

uniformly in A.

4.4 Summary

We have established that, if f E Lip(l) is differentiable, 1 1/, < oo, and A, = O(n
0 < r < m/3, the estimate of the spectral density given by f,, = exp(h) has the following
properties:

1. sup. Ih,(-)I = O,(1) (Lemmas 4.3 and 4.7) which implies

(a) there exists e > 0 such that P(inf ., ,() > e) - 1 and

(b) sup., f.,(-) = Op(l)

2. sup. Ih'(w)I = O_(n/6) (Lemmas 4.4 and 4.7) which implies sup., If'(w)I = 0,(n /6 )

3. 11 - fI12 = o(1) (Lemma 4.9).

These are sufficient for the conditions of Theorem 3.4 to obtain.



Chapter 5

Simulation algorithms

5.1 Introduction

Recall the motivating problem stated in the introduction: a realization X" - ' N(0, f), f
unknown, is observed, procedure 6. is used to estimate a functional 9 of f, and it is of interest
to estimate the sampling distribution of i,.

In chapter 3 we proposed the following approach to this problem: use some procedure f,
to estimate f and, by simulating many realizations from a process {Y} whose conditional
distribution given f, is N(0,j,,), determine the (conditional) sampling distribution of 9, and
use it to estimate that of iz.

From a practical point of view the problem is two-fold: (i) finding an estimate f,, of f, and
(ii) calculating the sampling distribution of g., Y - N(0, ,). The first problem was addressed
in the previous chapter where we introduced Wahba's (1980) estimator of the log-spectrum and
discussed its properties. As far as the second problem is concerned, our approach will be to
use Monte-Carlo to approximate the distribution of i. by the empirial cdf of 9, for many
realisations Y"-' - N(0, f).

The Monte-Carlo approach to estimating distributions makes generating simulations quickly
very desirable. For this reason, one of the emphases of this research was to implement fast
algorithms to simulate realizations Y 1 - N(0, g) for a given g.

5.2 Simulating Gaussian stationary processes

There are several ways to simulate realizations from N(0, g). For exomple, if we let co ... c._1
denote the first n terms in the Fourier series expansion of g, then (Lemma 2.1) En = T(co, .... , )
is positive-definite whenever g > 0. It is thus simple, at least in principle, to obtain a realization
from N(0, f.): let Yo 1 

- E .1/ where ZZo1 is a vector of iid N(0, 1) variates.

The problem with this approach lies in calculating E1. 2 . Obtaining the square root of an
arbitrary positive definite (p.d.) matrix requires 0(n s ) operations. Depending on the amount
of structure in the matrix this calculation can be speeded up. For example, by exploiting
the Toeplits nature of E,,, Carlin et al. (1983) describe an algorithm (essentially the Levinson
recursion) to obtain a Cholesky factorization of E. in 0(n 2) operations.

The question is whether we can devise an algorithm which requires less than 0(n2) operations
to generate realizations from N(O, g) by operating in the frequency domain and taking advantage
of the FFT's speed. It so happens that there is an algorithm which only requires 0(n log n)
operations. The constant in 0 will depend on the smoothness of g.

27
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5.2.1 Simulation of circular processes

In order to explain our approach it is easier to start with the simplest case. It turns out that
this is the case where the covariance matrix is a circulant El, i.e, {Yt} is a circular process with
period n. We saw in 12.4 that E' is a circulant if, and only if, E' = F.A'T.", where F,, is the
Fourier transform matrix and A, is a diagonal matrix whose entries are the DFT of the first
row nf E,. In other words, the singular value decomposition of a circulant can be implemented
in O(nlogn) time by taking the FFT of its first row.

If A' is p.d. (i.e. E' is p.d.) we can obtain a realization Yon - ' from N(O,Et) by letting
yon- I = F,/A:Z;-1 for Zn/2 -1 - Nc(O,I), Z0 , Z,,/ 2 iid N(O, 1) independently of the other

Z's, and Z,,_k = Z, where for convenience we assume n is even. Recall that Z'"1 2-1 -Nc(O, I)
means that the real and imaginary parts of the vector Z are id N(0, 1/2).

This algorithm can be implemented in O(n log n) operations: (i) O(n log n) operations to
obtain the FFT of the first row of E, (ii) O(n) operations to calculate its square root and
multiply by Zr - , and (iii), O(nlog n) operations to obtain the inverse FFT.

In implementing this algorithm we assumed that Et' is a covariance matrix, i.e., that it is
not negative definite. This is equivalent to assuming that the DFT of the first row of E, is not
negative and thus each of its elements has a real square root.

5.2.2 Simulation of non-circular processes

The algorithm used in 55.2.1 to generate realizations from circular processes in O(logn/n)
operations can also be used to generate realisations from non-circular processes with covariance
matrix E,,.

The approach in this case is to generate realizations of size 2n from a circular process whose
covariance matrix is chosen so that any n-long segment of the 2n-long circular process has
covariance matrix E,,. We will see below how this is done. This idea is essentially due to
Jonas (1984) except that in our implementation we introduce a correction for negative definite
matrices.

Consider the 2n by 2n Toeplits circulant

E', = T(c0,... ,c, -, 0,c -,...,cj). (5.1)

and notice that it has the property that any n by n block originating on the main diagonal is
equal to E,.

Recall that since E',, is a circulant it has the factorization

r.. = F2,,Acj2_. (5.2)

In other words, if A,, is p.d. any n-long segment of

Y02,,-1 -e'-.,, t/2Z2,,-,. (5.3)

is distributed as N(0, E,,), where Zn- N'(0, 1), Zo, Z,, are iud N(O, 1) and Z, = Z2,. -_, for
1<~ k < n.

This idea will only work if El is indeed a covariance matrix, i.e., if it is not negative definite
which is equivalent to the entries of Ac, being non-negative. In fact, whether El is p.d. or not
is a function of the smoothness of g If g is not smooth enough it may happen that some the
entries in A', may not be positive. The reason for this is easy to see: Example 2 in §2.4 showed
the entries A of A' to be the partial sums of the Fourier series of g at the Fourier frequencies
k/n, k = 0,... , 2n - 1, i.e., Ah = D 2.+, * g(k/n). The Diichlet kernel is not positive everywhere
and so peaks in the spectrum may be weighted negatively and leak into regions of low spectrum
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making some A's negative. On the other hand, if g E Lip(l), Lemma 2.20 ensures that there
exists some N such that for every m > N, D2 ,+j * g(A) > 0 for all A.

In our applications g fJ = exp(h,,) > 0 where h, is Wahba's estimate of the log spectrum.
Thus, given g > 0, we can find E2.. p.d. by determining the smallest m > n such that the
eigenvalues D 2 ,m+i * g(k/m) > 0 for k = 0,..., m.

In practice we only encountered negative-definite E2, when simulating short realisations of
proceses with highly peaked spectra, e.g., autoregressions with roots near the unit circle. In
order to avoid too many increments of size 1 in searching for p.d. E,. we adopted the strategy
of doubling m until the problem disappeared. In other words, initially we simulated series of
length m = 2" where the actual sample size of interest is ns < 2k, i.e., we constructed E',, for
m a power of 2. We then calculate the DFT of the first row of E,, i.e., we calculated the
eigenvalues of E,. If some turned out negative, we would take m = 2k+', and so on, until all
eigenvalues were positive.

5.2.3 The algorithm

Recall that for a given g we wish to assess the sampling distribution of an estimator g, of 0, by
Monte Carlo. We detail the steps of the algorithm below.

Notice that since we are given a spectrum g and not covariances, step 4 estimates the
covariances by approximating the integral in equation (2.2) by a sum.

Specifically, the algorithm consists of the following steps:

1. Get g.

2. Set d ,-- I and m = 2k n.

3. Set d .- 2d.

4. Apply the DFT to g(k/dm), k = 0, ..., dm - I and obtain co_ ., Cdn/2_ I.

5. Calculate the eigenvalues A', k = 0,..., dm - 1 of El, via an application of the DFT to

(coci, -...., Cm/2-1, 0, Cdv/2_1, ..... C .)

If any of the Al's are not positive go back to step 2.

6. Simulate a realization Z = Zo, ..., Zd, -I from NC(0, A',,) via an application of the FFT to
(,,) 1 / 2 U%, k = 0, ..., dm - 1. The Uh are id NC(0, 1), k = 1 ... dm/2 - 1, Uk = U,./2-6,

k = I + dm/2, ... ,dm - 1, and Uo, U,,/2 are simply iid N(0, 1).

7. Apply the FFT to Zo, ..., Zd,,-1 and call the result o. Y-,,,-. Because U = Un/2_k,
the Y's are real and clearly have distribution N(0, E,).

8. Pick & such that 0 < s < dm - n, and thus Y0
- ' = Y, ..., Y,+, is a realization from

N(0, E) = N(0,g).

9. Calculate i,.

10. Go back to step 6.

After repeating steps (6)-(10) a large number of times (100-1000) we usually have a reasonable
estimate of the sampling distribution of 4, under g.
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Applications

In this chapter we discuss an application to estimating the sampling distribution of the MLE
(assuming only stationarity) of the first correlation coefficient. Specifically, we use the resampling
algorithm described in chapter 5 to estimate the bias and variance of this estimator. We then
compare the estimates obtained by resampling with Monte-Carlo approximations of the true
finite-sample bias and variance, and with asymptotic theory approximations.

It is important to note that the asymptotic approximations require knowledge of the model
and for this reason: (i) will not be very useful in practice and (ii) are prone to be more accurate
than estimates which could be actually used in practice; they are presented for comparison
purposes. On the other hand, the estimates obtained by resampling do not require specific
model assumptions beyond stationarity, Gaussianity, and spectral density in Lip(l).

We present results from simulations under two different models, the AR(1) and MA(l) for
several parameter values and sample sizes.

6.1 Estimating correlation in the AR(1) and MA(1) mod-
els

Suppose that we observe a realization X0 - t -.- N(O, f) and we wish to assess the sampling
distribution of the estimator

f exp(i2xw)IL(w)dw , XXt~ (6.1)

of

f exp(i2xw)f(w)d _ f cos(w)f(w)dw

f f(w)dw - fI(w)dw

under two different models: AR(1) and MA(l).

6.1.1 AR(1) Model

The AR(l) model is
X, + OX,-, =

where {et} are uid N(O,u 2) variates. For this model p = 4 and (cf. e.g., Kendall and Stuart,
1976) the variance of the limiting distribution of vf(A - p) is

V --(I - pI)

30
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while the bias of A is given by
1 + 3 p
n-1

6.1.2 MA(1) Model

The MA(1) model is
X, = et + 'e,- 1

where, again, {e,} are iid N(0, o,2 ) variates. For this model p = 0/(1 + 0') and (cf. e.g., Kendall
and Stuart, 1976) the variance of the limiting distribution of v1 (A - p) is

V = (1 - 3p'+ 4p4 )

while the bias of A is given by

- (1 + p)(4p 2 - 2p - 1).
n-I

6.2 Results from simulations

Below we present results from simulations. The object is to estimate bias and variance for the
estimator of the first correlation given by (6.1). We compare three quantities:

1. asymptotic theory approximations

2. Monte-Carlo approximations

3. bootstrap estimates

We simulated 6 different processes: four AR(1) processes with parameters .9, -. 9, .5, -.5, and
two MA(1) processes with parameter -1 and 1. For each of these models we considered three
sample sises: 32, 128, and 512.

6.2.1 Asymptotic approximations

The asymptotic approximations were calculated using the formula in the previous section. We
report these under the heading ao.

6.2.2 Monte-Carlo approximations

Monte-Carlo approximations of bias and variability were obtained for each model and each
sample size by simulating N, = 10,000 realizations of the process and reporting the average
bias and average square deviation from the mean as the Monte-Carlo estimates of bias and
variability. In other words, if A denotes the estimate of the value of the first correlation p based
on the %' sample, we estimate bias by

NMCt5 =P ± P = - = -

Similarly, to estimate variance we used
Varmc(A) = ( -, )'.

We report these estimates with estimates of their standard errors in parentheses under the
heading MC.
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6.2.3 Resampling estimates

Resampling estimates were obtained in the following manner: N1 = 200 realization of the
original process were simulated and for each an estimate of the spectrum was obtained using
Wahba's estimate. In addition, for each of these estimates of the spectrum the associated first
correlation was calculated, i.e.. if f,4, is the estimate of the spectrum for the ith realization, then

f cos(2rw)A(w)dw

is the correlation associated with f,.
Then, for each realization (i.e., for each f,), N2 = 200 realizations from N(O,,) were

simulated and we estimated bias for each by

and variance by

Varmc(k,') = D x -

where X is the estimate of correlation from the jrh bootstrap sample of the it h realization.

Under the heading T we report the averages of these quantities over the 200 realizations
with estimates of their standard errors in parentheses.

6.2.4 Tables

In the following tables we use the notation 1.234-2 to mean 1.234 x 10- 2.
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n= 32 BIAS VAR

c0 1.613-3 2.344-2
MC 4.443-2 + (0.152-2) 2.316-2 + (0.042-3)

T 3.3922 + (0.162-2) 2.612-2 + (0.069-2)
n = 128

00 0.394-2 0.586-2
W 1.212_2 +(0.076-2) o.584-2 + (o.o1o_2)

BS 1.070-2 + (0.0482) 0.658_2 + (0.015_2)
n = 512

00 0.098-2 0.146-2
MC 0.302-2 (0.038-2) 0.142-2 + (0.0025-2)
"S 0.307_ + (0.021_ 2) 0.156- + (0.0024-2)

Table 6.1: Xt + 0.5X, = ft p>1 p- -. 5

n = 32 BIAS VAR
00 1.613-2 1.563-2

WJ 3.0542 + (0.124-2) 1.525-2 + (0.027-2)
1 3.291.1 + (0.116-2) 1.763-2 + (0.048-2)

n= 128
00 0.394-3 0.391_ 2

S O.7782 + (0.062-2) 0.385-2 (O.007- 2 )
BS 0.816-3 + (0.039-2) 0.432-2 + (0.009-2)

n = 512
00 0.098_2 0.098-2

1W 0.178-2+ (0.031- 2 ) 0.094-2 + (.0017-2)
B 0.213-3 + (0.017-2) 0.109-2 + (.0016-2)

Table 6.2: X, = c, - 1.0,t, = pi = -.5

n = 32 BIAS VAR
oo -8.065-2 2.344-2

MC -4.291_ 2 ± (0.152-2) 2.319_2 + (0.043_2)
f- -3.520-2 + (o.157-,) 2.55_2 ± (o.o72-2)

n = 128
cc -1.969- 2  0.586-2

MC -1.0772 + (0.0772) 0.5912 + (0.0102)
I -1.211 2 + (0.053-,) 0.6612 + (0.016-2)

n = 512
co -0.489-2 0.146-2

Mc -0.236-. 2 (0.039-1) 0.149.2 + (.0026-2)
W"5 -0.267-, + (0.021-_) 0.157-2 + (.0023-2)

Table 6.3: Xt - .5Xt -I , = P, = 0.5
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n = 32 BIAS VAR
00 -4.839-2 1.563-2

MC -2.960= + (0.123-2) 1.520_-2 + (0.027-2)
FS -3.435-2 ± (0.112.2) 1.701_ 2 + (0.046-2)

n = 128
00 -1.181- 2  0.391- 2

VC -0.734-2 ± (0.063-2) 0.396_ - (0.007-2)
BS -0.892-2 + (0.041- 2 ) 0.461_ 2 + (0.011- 2 )

n = 512

00 -0.294-2 0.098_2

MC -0.148 - ± (0.032_2-) 0.101-2 + (.0017-2)
BS -0.190) 2 ± (0.018-1) 0.111- 2 + (.0016_2)

Table 6.4: X, = ct + 1.Oc,, => p, = C.5

n = 32 BIAS VAR
00 5.484-2 0.594-2

MC 7.720-2 + (0.102.2) 1.039-2 + (0.025_)2
BS 6.261- 2 + (0.123-2) 1.432-1 .- (0.063-2)

n = 128
oo 1.339-2 0.148-2

MC 2.130-. ± (0.043-2) 0.187-2 _ (0.004-2)
W 1.932_2 + (0.040-2) 0.243-2 - (0.009_=)

n = 512
oo 0.333-2 0.037-2

MC 0.523-2 + (0.020-2) 0.039-2 + (.0007-2)

ES 0.517_. + (0.014-2) 0.046-2 + (.0011_ 2 )

Table 6.5: X, + 0.9Xt- = t = Pt = -. 9

n =32 BIAS VAR
00 -11.94-2 0.594-2

MC -7.638-2 ± (0.101_ 2) 1.018-2 ± (0.025-2)
ES -6.302-2 + (0.137-2) 1.427-2 + (0.060-_2)

n = 128
oo -2.913_2 0.148-3

MC -2.041-2 ± (0.043-2) 0.187-2 + (0.004-2)
FS -1.915-2 ± (0.040-2) 0.222-2 ± (0.007_2)

n = 512

oo -0.724-2 0.037-)
MC -0.504-2 ± (0.020-2) 0.040-. + (.0008_2)
BS -0.504-2 4 (0.012-2) 0.043-2 + (.0010_2)

Table 6.6: X, - .9x,_t = Et = P = 0.9
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Improving estimators by
resampling

7.1 Sufficiency and improved estimators

Suppose that we observe X ' with distribution Pe and suppose there exists a sufficient statistic
S,, S(X" -1 ) for e. In this case, whenever 9 is used to estimate 0, " = Ee(iS.) may aso

be used to estimate 9. Notice that sufficiency is only required to insure that 0" does not depend
on e and is hence an estimator.

Now, the Rao-Blackwefl theorem states that if the loss function L(6, 9) = d(6 - 9) is convex,
then the risk function

R(E',e) = EeL(9*,O) < R(j, ))

for all 9. In other words, if there exists a sufficient statistic S., J is at least as good an
estimator as 9 and possibly better.

For example, if the loss is quadratic, i.e., L(j - 9) 0 ( -)2 the risk is the mean square
error:

Ee(9- 0)' = Var(i) + b(j)2

and hence
R(k, e) = E,(Ee(615,) _ 9)2 = R(§, e) - Eq(Var(GJS,,)).

so that the reduction in risk achieved by using 8" instead of 0 is

Ee(Var(61S,)) > 0. (7.1)

A simple argument (cf. e.g. Lehmann, 1983) shows that for any estimator i(X - ) there

exists a (possible randomized) estimator # based on S, with the same risk function. Indeed,
if S,, is sufficient, the conditional distribution of X 1- ' given S,. does not depend on e. This
implies that if Y0" - is drawn from the conditional distribution of X - ' giver S,, the risk
function of 9 = i(Y0 - ') is the same as that of i(X"-).

The estimator 9' described above will be a randomized estimator unless it is equal to i with
probability 1. In this case, a corollary to the Rao-Blackwell Theorem asserts that k is uniformly
better than 9' (and hence than 0).

The last paragraph motivates the approach we will follow. The S-uristic idea is to find a
sufficient statistic S. of lower dimension than the data with the hope that k' (and hence 9)
has a non-degenerate distribution given S, (and hence a variance) so that k" is indeed a better
estimator than 6 (compare (7.1)).

35
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7.2 Sufficiency in time series: the circular case

If the data are a realization from a stationary Gaussian process, i.e, Xn - 1 
- N(O,E,) for

Toeplitz En, there is, in general, no sufficient statistic of dimension lower than n unless we
assume the data are generated by a specific model with a reduced number of parameters.

The types of models commonly used for time series data assume parametric representations
for either, (i) the mechanism generating the data, e.g., ARMA(p,q), or (ii), for the spectrum. The
spectrum in general does not determine the model, but it does under the additional assumptions
of Gaussianity and stationarity.

Our strategy for finding an improved estimator 9' on the basis of 6 is, in principle, very
simple: apply the Rao-Blackwell Theorem, i.e., find a sufficient statistic S,. under the assumed
model for the data and calculate the expectation of 9 conditional on S,,. The problem is that
under most of these models, even in the Gaussian case, it is not easy to determine a reasonable
sufficient statistic, let alone to find the conditional distribution of the data given the sufficient
statistic.

Because of the difficulties just mentioned we will take a different approach: we will exploit the
fact that the problem simplifies enormously under the assumption that the process is circular.
Under this assumption: (i) the periodogram is a sufficient statistic and (ii), the distribution of
the data conditional on the periodogram is easy to obtain.

7.2.1 Approximating estimators by Monte-Carlo

Assume we observe Xv'- . The DFT of the data is J' = FnX - = Ai/2rP -1 where A,. is the
diagonal matrix of amplitudes of Jn and

fexp(i2r-'o)
r0 (7.2)

exp(i21ryn-i )

is the vector of phases. Since Xn - ' is real we have that A, A-,._. and -r=
Under the assumption of circularity, -f) are id U(O, 1) for j = 1. n/2 - 1. This means

that, given the periodogram, the amplitude of the DFT is fixed and all we have to do to obtain
a sample Yon -  with the same conditional (on the periodogrm) distribution as the original
data Xo - 1 is to draw iud U(O, 1) phases An - 1, multiply each exp(i2wr6,) by the corresponding
amplitude A 1/

2 (given by the square root of the periodogram), and finally take the inverse DFT.
Using this device, many new samples with the same conditional distribution as the original data
may be generated and, for each, the value of 6 can be calculated and averaged with the rest to
yield an arbitrarily precise approximation 9" to Ee(jIS,.).

The obvious question which arises is: why go to all this trouble? Why not simply start
off with an efficient estimator (e.g., the MLE) and avoid (usnally expensive) resampling? The
answer is that efficient estimators may not always be known, or may not have simple represen-
tations, but there may be other estimators, albeit inefficient, which are easy to calculate. This
point is illustrated with an example.

T.2.2 Example: crossing rates
Suppose we are interested in estimating the rate 0. at which a process crosses a barrier at height
a, i.e., the rate at which the process = Xk - a changes sign. In other words, if we define

Z, I if Xh > 73

0 otherwise,
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we wish to assess
l-- (Z1.+1 - zk), .

= n co n
h=0

Since (Z,+, - Zb) 2  1 1 if, and only if, a crossing ofa ocurrs at time k + 1, the problem reduces
to evaluating

= E(Z+ 1 -Z1)
2

EZ,+1 + EZ2 - 2EZk+iZk

= 2P(X, > ck) - 2P(X+ _ ais Xka)

2$(a/a,) - 2P(Xk+l > a n Xk > a)

Even in the Gaussian case there is no simple closed form representation for ,. However, in
the special case when a = 0, we have that (cf. e.g. Johnson & Kotz, 1972)

2P(X+l _ 0 n Xk 0) = .5 + ir- 1 arcsin(p)

where p = EXoX 1 /EX2, so that

00 = .5 - - ' arcsin(p).

An efficient estimator of p is the MLE (under the Toeplits and the AR(1) models) ,3
' XXA+IF, X2 so that o = .5 - ir- 1 arcsin(A3) is the MLE of 0o.
On the other hand, consider the naive estimator of 0. given by

E=-i. - z0'2 .
0

Notice that can be calculated easily for all a but it is clearly inefficient since it uses only the
information in the sign of {X 1. - a}.

As we mentioned above, under the assumption that our process is circular we can resample
the phases of the DFT of our original realisation to construct an arbitrarily close approximation
to a third estimator of S,

=Es ( oIi;)
where I, is the periodogram of the data XO- I evaluated at the Fourier frequencies.

Two questions arise now: first, what are the relative efficiencies of these three estimators
and, second, in what situations, if any, can we improve our estimators by resampling if the
original process is not circular? We will defer addressing the first question until the simulations
and try to shed some light on the second one.

7.3 Improved estimators: non-circular case

Our approach is suggested by that of the circular case: calculate the periodogram of the original
data and estimate the random variable E(ijI) by 9" where 0° is obtained by resampling our
original data conditional on the periodogram and pretending that the phases are id U(O, 1) to

obtain new samples. For each new sample we then calculate the value of i and, finally, take the
mean of the values of 9 for each sample to be our approximation to 9.

Since in the non-circular case the phases are not really lid U(O, 1), but only approximately

so, we will have that k $ E{9I,} in general (the r.h.s. may not even be a statistic since it

may depend on 0), but if the difference is not large we may still get an improvement over 9. For

example, if i is unbiased, then k will in general be biased but will have lower variance so that
in the end the MSE may be reduced by using 9.
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7.3.1 Distribution of resampled data

In order to study more precisely what effect pretending the phases are iid U(0, 1) has on the
resampled data Y - , we determine the distribution of Yo 1

Lemma 7.1 Let X4 - 1 - N(O,E,) , E., = T(co,....c,,_), and J = F,,X l = An/1

where An is the diagonal matriz of amplitudes Iz(k/2n), k = 0,..., n - 1. If

exp(i2rbo)

exp(i2v6._t 
)

where the components of A a/2- r are ,id U(0,1), b
k = b._ for 0 < k < n, and Yo- -'

T AVn An-' then
= ZXo 1:,= 1)

where Xo ' - N(0,E'), Ec = T(c, ... c'_), and cc = (1 - lkl/n)c + (IkI/n)c._hI1 for
0< k <n-1.

Remark: Lemma 7.1 establishes that, for n large, the covariances cc of the data resampled,
pretending the process to be circular, approximate those of the original data for k not too large.

7.3.2 Heuristics

We can now study what 0" estimates in the non-circular case.

Assume that the parameter of interest is a function of the unkown covariance structure

(co, c,...) of the process, i.e., Oz. = O(f). The corresponding parameter for the circular process
is Of. = 0(f,.) where f. denotes the following "sum" of the first n Fourier coefficients of f, i.e.,

ni-1

ff(w) = ((1-lkl/n)c + (Ikl/n)c.-Ik.,)exp(i2rwwk).
k=-n+t

Assume, for simplicity, that 0 is unbiased, i.e., E(i) = Of, so that its MSE is just its variance,
i.e.,

E(O - Of )2 = Var(O).

On the other hand the distribution of the resampled data is N(O, f.) and since 0 is unbiased

it follows that E(i") = Of., and hence the MSE of 8" is

E(6" - -) =var(') + (9t -

It remains to assess _ Of. - Of. To do this it will be convenient to consider 0 as a function
of the Fouier coefficients of f, i.e.,

O(f) = O(co, ct ....).

Similarly

O(f,) = O(co, (1 - I/n)c +cn1-/n,... ,(1 - I/n)ct + cn-1/n, 0,...),

so that, using a Taylor expansion, it is easy to see that

b= = f.-Of

,=8 - 1: > 90
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The quantity b. measures the change that circularizing by assuming id random phases
induces in the parameter of interest. If lb, I is not too large and 0 is rather inefficient, we may
do substantially better by using 8" rather than 8 even in the non-circular case.

In the example concerning the estimation of the crossing rate of 0, 0o = .5 - ir- sin-(p),
p = co/ct, and it is straightforward to verify that

pbn

and the results from our simulations indicate that there is considerable reduction of MSE. In
fact, it turns out that is almost as efficient as the MLE even in cases where the parameter
space is of much smaller dimension than the periodogram. The reason for this is that the bias
introduced by assuming circularity is of the same order of magnitude as the bias of the MLE
and thus contributes little to the MSE for n large.

7.4 Results from simulations

In this section we report results from the simulations. For each process we simulated N, = 1, 000
realizations and estimated phio by 4, 0, and , reported under the headings naive, MLE, and
resampled, respectively. The resampled estimator, , was obtained by resampling the phases
of each realizations 100 times, i.e., it is the average of 100 40's.
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n = 512 BIAS MSE
Naive -0 0.520-3 + (.030_3)
MLE -0.360-2 + (.048-2) 0.225-3 + (.013_3)

Resampled -0.184-2 + (.047_2) 0.225_3 + (.013_3)
b, -0.128-2

n = 128
Naive -0 2.022-3 + (.114-3)
MLE -1.141- 2 + (.098-2) 0.962-3 ± (.063-3)

Resampled -0.464-2 + (.099-2) 0.975-3 ± (.061- 3 )
b_ , -0.513_2

Table 7.1: X, + .9X,- = e, 0o = .8564

n = 128 BIAS MSE
Naive 0 2.093-3 + (.112-g)
MLE 1.066_2 + (.095-2) 0. 8 9 3 -a (.055-3)

Resampled 0.349.2 (.097-2) 0.945-3 + (.056-3)
b,, 0.513-2

Table 7.2: Xt - .9Xt, = et =:* 00 = .1436



Appendix A

Auxiliary results and proofs

A.1 Chapter 2

Proof of Lemma 2.1: Fix n and let E,, = T(co, ..... 1). For any vector (zo,... z,_1 ) define
o= o z, exp(-i2wsA). Then, since f > 0 and 46 is continuous,

0 < I.0.(A)I2 fGA)dA c - Z.,a = z

unless 10(A)= 0 * z, = 0. U
Proof of lemma 2.2

IP) (")I = I E c,(i 21r)k exp(i2raw)l < (2r)k I'I'1c0I

which proves the first implication of the first part of the lemma. As for the second implication,
it is easy to see that if a function f has a bounde,! first derivative then MI = sup. If'(z)l and
hence f E Lip(l).

To show f continuous: Let e > 0. Since F, Ic. < oo there exists N = N(e) such that

Ei'ji>N Ic' I < e/2, so that

If(w + 6) -f(W)1 - c,(1 - exp(i2we6)) exp(i2wsw)

< 2 E Ic, sin(r6) +e

21rb E Ic. I Is + e

but for fixed N, the first term above is continuous in 6 and goes to 0 as 6 -. 0. U
Proof of lemma 2.4: The first assertion follows immediately from the properties of Z(W). As

for the second, notice IF - G12 =1/ + g - 2v/j os(9 -

where 9 and 0 are the phases of F and G respectively. Clearly 9 = 0 achieves the minimum. N
Proof of Lemma 2.5: Obvious.

41
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Proof of Lemma 2.10: The first assertion is standard (cf. e.g. Hasminskii and Ibragimov,
1986). As for the second, let

An = fj{f (.) - f()}Dn(x - t)D,(z - s)dz

= J{f(z + t) - f(s)}D,(z + t - s)D.,(z)dz

SJfI(z + t) - f(s)IID,(z + t - s)IID (zjdz

A< Mf min(Iz + t - 1, 11 - - i + s)lDn(z + t - s)lID,,(z)ldz

since f E Lip(l), periodic and symmetric, so that

An < M, sup IzD.(z)i /D.(z),dz.

Since f IDn(z)ldz = O(logn) (cf. e.g., Butzer and Nessel, 1971), to establish the lemma it
suffices to show that there exists K such that sup 0<<,s IzDn(z) < K. Indeed,

sup SU z sin(rnz)
sup ID.()I -- sup <

0<o<.<.s sin(rz) 5-

since (cf. Butser and Nessel, 1971),

sin(7rz) 1 -z 2

and the lemma follows immediately. U
Proof of lemma 2.11: The first assertion is obvious. The second is a standard result (cf. e.g.

Priestley, 1981) and is also a consequence of the proof of Lemma 2.12 which follows. U
Proof of lemma 2.12: Let A = 1/n and p = m/n. Using the Cramer representation for Xt

and the fact that E"-o exp(i2vAt) = exp{ir(n - 1)A}Dn(A) it is easy to see that

= '() J F(w)ew(n-')('--)D(W - A)dZ(w). (A.1)

Using the fact that F(w) = F(-w), the symmetry of D,, and straightforward manipulation, we
have that

R{J:(-) = {J.'(A) + J'.26)}1

I fL F(w)[exp(ir(n - 1)(W - p))D.(w - p)

+ exp(ir(n - 1)(w + p))Dn(w + p)]dZ(w)

and

-{ex()} = -{J ( ) -( )+
= -$ J F(w)[exp ,-<- - l)(w - ))D.(w-.

- exp(,w(n - I)(. + M))D.(W + &)]dZ(w).
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Using (2.3) and the symmetry of f and D., it is straightforward to see that

A. - E= {J(p)}{(()}

= - J f(w){exp(ir(n - 1)(-p + A))D,(w - p)D.(w - A)

+ exp(ir(n - 1)(-u - A))D,(w - p)D,,(w + A)
+ exp(it(n - 1)(A + A))D.(w + t)D.(w - A))
+ exp(i'(n - 1)(p - %))D. (w + p)D. (w + A)}dw
cos(7r(. - 1)(1 - A)) f

2n f

cos((n )(p+A))f W)D,(w + p)D,,( - A)w+ 2n

Cos(v(- A))f f(,)D,(, - ),,( - A)d,
2n

cos((+A)) J (w + )D. (w -

and the result follows from lemma 2.10.
Similarly,

B. = EzIJ:(4jJ:(A)

=- J f(w){exp(iw(na - 1)(-p + A ))D,,(, - p)D,,(w - A)

- exp(ii(. - 1)(-p - A))D,,(,a - 1s)D,,(w + A )
- exp(ii(n - 1)(p + A))D,.(w + p)D,.(W - X))

+ exp(is(n - 1)(p - A))D,(.(w +.)D,,( + A))}d
cos(,(n - 1)(u -A)) f"(D. I)D. (w -)dw

2n
cos(,(n - 1i) (A + J(w)D.(w -

= o(r2n J f (w) D. (w - u) D. (w -\)d

cos(i(pA + f D.(t )Dn(a-A¢OS n (+ ])f (w)D,,(w + p)D,,(. - Ad
2 n

and

c,, = ERJfO)Z.J,:(A)
= . f/(,){exp0(-~ - 1)(-p + A)D,~ - p)D.,,,w -

- exp(ir(n - 1)(-u - A))D,(w - p)D.(w + A)

+ exp(iir(n- l)(p + A))D,,(w + p)D.( -A))

-exp(iir(n - 1)(p - A))D.(w +.)D.(w + A)}dw

sin(r(n - 1)(p - A)) J f()D.(w - p)D.(w - A)dw

(2n AJ f(w)D(i + p)D.,( - A)da
+sin(,r(n - 1)(A + A)) ff(wD.w D.w+ 2n (.).,,+)O(, ,d
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- sin(2r(n- A)) Jf(w)D, (w - p)D,,(w - A)dw

sin(r(p + A f ()D.(w + ,)D.,(w - A)d,
2n f

SMjO(log n/n).

U
Proof of lemma 2.13: To prove the first assertion, let

1 {x

and

U2

for X, Y ud N(O, 1). It is easy to verify that U1, U2 are also lid N(O, 1),

Y = U {Ul/1TT P U2 1/1T+ P,

and W = (1 + p)U? + (1 - p)U2. This proves the first assertion.
To prove the second assertion it suffices to show that the random variables Z, : U1 + U2

and Z 2 = (U2 - U?)/(U? + U2) are independent.
Indeed, verify U2 

- Z1(1 - Z 2 )/2, U = Z1 (1 + Z 2 )/2. Then, verify the Jacobian is Z1 /2.
At last, verify the resulting joint density of Z 1 and Z 2 is given by

w- exp(-zl/2)(1 - z2

and the result follows. U
Proof of lemma 2.14: Using the Cramer representation (2.3), it is straightforward to see that

1 f

x DR(wo - A)DL(wo - A)Dn(w, - p)D(wI - p)dZ(wo)dZ(wo)dZ(wl)dZ(w'a).

Taking expectation yields contributions in three cases:

1. wo = WO and w, = W1,

2. wo = w, and w, = ,o

3. wo = -w 1 and w0 = -4.

The contribution from (1) is

I Jf(wo)D.(wo-A)dwofg(,,)D.(.I - )dw

f f(w)K.(w - A)dw g(w)K .(w -A)dw =

The contribution from (2) is

' J F(wo)G(o)eh( " - )( A)D, (wo - A)D. (wo - p)dwo xn.
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! f G(w1 )F(w-e"- - o (  
- A)D(wx -A)d 1 =

Analogously, the contribution from (3) is

I2 If F(w)G(i)D,,(w - A)D,(w + ,s)dw.

The result now follows trivially U
Proof of lemma 2.16: Consider each of the terms in (2.9). By Lemma 2.10, the first term

J f(z)D,(z -A)D,.(z -j)dx = fp..p A

+f{f(,) - f(,)}D.(z - A)D,(z - ,)dz.

and a similar expression holds for the second term. Ifi I A are Fourier frequencies, 0 < u, A < .5,
D.(u - A) = D,,(u + A) = 0 and Lemma 2.10 gives the desired result. U

Before we can prove lemma 2.17 we need three auxiliary results. First a result bounding the
distribution of quadratic forms:

Lemma A.1 If X - N(,,),E > 0, then there ezists a random variable W - X(2

such that
t.W < XIX < t'W

where t., t' are the smallest and largest eigenvalues of E respectively.

Proof: Let E = JTJ' where T is the diagonal matrix whose entries are the eigenvalues of
E and J is the matrix of normalized eigenvectors such that JJ' = J'J = I. Notice that
X = JT'/2 (T-'/ 2 J'p + Y) for some Y - N(0, I) so that

X'X = (Y' + ;'JT-'1 2)T(T- /2 J'p + Y) = Z'TZ

for Z = T-"/2 J'p + Y ,. N(T-" 2 J'p, I).
But Z'TZ = t,Z? so that clearly

t. E < Z'TZ <t E Z

and the result follows from the fact that Z Z -.. x'(E(Z)'E(Z)) and that E(Z)'E(Z) =
I*'JT-t J'p* - p*'Y -'. U

Second, a lemma which bounds the expectation of the log of a non-central X :

Lemma A.2 If W - X2(269) is a random ariable with ron-central x2 distribution with 2
degrees of freedom and non-centrality parameter 292, then

-7 ! Elog(W/2) !_ 02(1 + -) --

where - = .57721 ... is Euler's constant.

Proof: Bickel and Doksum (1977) show that a X1 (20 2 ) variate can be generated by first sampling
a Poisson (0) variate R and then sampling a centralX 2R+2 variate independently. Also, it is
well known that

Elog(x2',/2) - ) (r)
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where 10 is the digamma function (cf. e.g. Abramowits and Stegun, 1954). In particular,
v(1) = -- t, so that

E(log W/2) = Z exp(--
2 )8

2k k(k + 1)
E k!

k=O

= exp(-
2 )(0(1)+ 94(+ 1))

E----

Since 0 < 0(k + 1) < k, for k > 1 (cf. Abramowits and Stegun, 1954), all the terms in the
sum are positive so that the sum itself is positive which implies

exp(-92)0(1) :_ E log W/2.

Since 0(1) - -7 and 0 < exp(-0 2) < 1 the first inequality follows.
The second follows from the same property, 0 < 0(k + 1) < k, k > 1, so that

00 + 1) 0 2k

E < k-i)2 = - 2 exp(O2)"

Thus, we have that

ElogW/2< -- exp(-0 2 )+92 <-Y(1- _2)+92 =-7+02(1 +7).E

Lemma A.3 If U and V are two-dimensional vectors such that

A' I '

where r2 is the largest eigenvalue of r2 A'A and h(U) is a real-valued random variable with finite
second moment a 2 , then cov(h(U),log V'V) = aO(r 2), uniformly in A and h.

Proof of Lemma A.3:

cov(h(U),log V'V) = cov(h(U), log V'V/2) =

E {(h(U) - Eh(U))(log V'V/2 - Elog V'V/2)} =

E {(h(U) - Eh(U))E(log V'V/2 - Elog V'V/2)IU}. (A.2)

First we evaluate the conditional expectation above. We know E(log V'V/2) = -7 and the
distribution of V given U is simply N(rA'U, I - r2A'A). Write A'A = PAP', for orthogonal P
and diagonal A with entries 1, A2 , where 0 < A2 < I.

First we bound V'VIU: apply lemma A.1 with E = I- r 2A'A = P(I - r 2A)P' and u
rA'U = rPA/ 2 QU, where Q is orthogonal. If we let QU = R, it is easy to verify that the
non-centrality parameter is given by

292 = r 2 U'Q'A'/ 2 (I _ r 2 A)-'A'/ 2 QU

= r2 (R,2 I + R1 A2 )

R'R 7 2 = U--
2

- 1 - r3 I - r2"

Since the eigenvalues of I - r 2 A'A are given by 1 - r 2  t < t = 1 - r2 A2 it follows that

(1 - r-)W <_ V'V U < (1 - r2 A2 )W, (A.3)
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for some W - X](29'). Taking logs and expectation in A.3, an application of lemma A.2 yields

( V'V \ U'U r2

log(1 - r') :< E log -V.-JU) + -( < log(1 - rA 2 ) + 2i- 1T ( ) + -0

which implies

E log-- V fl  ,<+Y 5log U, + 2 -r2 (1 + .Y) = (1 + _r) ( U+I O(rl).

Lemma A.3 follows upon using this result and applying Schwarz's inequality to evaluate (A.2)
together with the fact that E(U'U)2 = Ex' = 8 and h(U) has standard deviation a. U

We can now prove lemma 2.17: By lemma 2.13 the two periodogram ordinates can be written
as

W, (U 2 + U l)(1+ P 18)
: W(1+pOi)

where p, = MyO(log n/n), and

W = (V2 + V2)(l +p2 92 )

- W;(1+p-12 ).

Since 18,1< I

log(W,) = log(Wj) +log(l+ p,O,)

= log(Wi-) + p8, + o(pl).

so that,

cov(log(Wj), log(W 2 )) cov(log(W;), log(W;)) + p cov(log W:, 62)

+Picov(log W;, 01 ) + O(IpiI + Ip2) 2 . (A.4)

By lemma 2.12 the last term above is MJO(log n/n)2.
It remains to calculate each of the covariances in (A.4). Notice that U and U2 are in-

dependent and so are V, and V2, so that the covariance matrix of U1, U2 , V1, and V2 looks
like

(AI rI)

Lemma 2.12 tells us that r, Pl, and P2 are MIO(logn/n) and an application of Lemma A.3
yields

cov(log(W 1 ),log(W2)) = o(r 2 ) = M0O(logn/n) 2 .E

Proof of lemma 2.18: Clearly

F~EF, E ( a,,,, exp(i2ir(sl - jk)/n)) (A.5)
F .E T i .5

Equation (2.13) follows easily using I = j in (A.5) and the fact that '.o = ffj-,j" Equation

(2.14) follows upon dividing (A.5) into two sums, o and z-.+,, changing the summation
index in the second to t' = n + t, and using the fact that Oh = 4TA. U

Proof of lemma 2.19: Immediate from the fact that EI,. is a circulant. U
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Proof of lemma 2.20: By Lemma 2.2 f is continous and since it is positive f(w) > c for some
e > 0. Now,

f(w) c, exp(i21rwk) + E ch exp(i2rwk)

= a,(w) +r.(u)

Notice that a,(k/2n) = A' is the kth eigenvalue of Sc,, and that a, and r,. are real-valued
functions. On the other hand, since 7 Ickj < oo there exists N = N(e) such that r,.(w) < C/2
for n > N and thus

a..(w) =(w) - r,.(w) > e - c/2 = e/2.

which means that all the eigenvalues of E n are positive for n > N. U

A.2 Chapter 3

A.2.1 Auxiliary definitions and results

This section is devoted to establishing definitions and auxiliary lemmas which we use in deriving
the results in Chapter 3.

In what follows, let fl be complete and separable. Let 5 be the Borel o-algebra and M the
space of probability measures on (fl, 8). Let d(z, y) - [lz - ylI denote the metric on 01.

Definition A.1 (Huber, 1981) For any subset A C Q define the closed 6-neighborhood of A a!
A' = {z E 0 1 inf1EA d(z, y) < 6}.

Definition A.2 (Huber, 1981) The Prohorov distance between two members F, G E M is

dp(F,G) = inf{e > OIF{A} _ G{A'} +-e for all A E 5}.

Theorem A.4 (Strassen) (Huber, 1981) Let e > 0 and F, G E M. The following two state-
ments are equivalent:

I. dp(F,G) < e

2. There exist (dependent) random variables U and V with values in 0 such that £(U) = F
and £(V) = G, and P{d(U, V) > e} < e.

The following results are concerned with establishing properties of conditional probabilities
of sequences of random variables.

Lemma A.5 Let X. and Y be sequences of random variables which, for each n, are defined
on the same probability space. Then Y, = op(l) implies P{HY,II > elX,,} = op(l).

Proof of Lemma A.5: Y,, = o,(l) implies that for all e > 0, there exists N = N(t) such that
P{1IY'1I > e} _ e2 whenever n > N. By Markov's inequality, for n > N,

EP{IIY,11I > elX.} _ P{IIYII > e} e2
P{P{IIZeII> fIXR}> e} - < A

Lemma A.6 Let U, V., and W,, be sequences of random variables which, for each n, are
defined on the same probability space. If, for each e > 0, P{IIU - V,,II > eIW,, = op(1), then
dp( C(U,IW,.),C( V.IWa,)) = o(l)
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Proof of lemma A.6: Let X,, = P{IIU, - V.jj > e1W,,} and Y = dp(,C(U.IW.),-C(V.IW,))
Strassen's Theorem implies that Y,, < e whenever X. < e. It follows that P{X. > I > P{Y >
4} but P{X. > 4} < c for n large enough and the lemma follows. U

Lemma A.7 If D, is a positive random variable and E(DnIZ,) = op(rn), then D, op(r.).

Proof of Lemma A.7: Let X, = E(DjZ.). By definition Xn = O(rn) if, and only if, for all
6,e > 0 there exists N = N(6, c) such that for n > N, the set A.= {X. > f 6r, } has probability
P{A,} < 6. For n > N, we have on A'

P{D,, > r,jZ E{D.IZ.} <6r = 6.

Hence,

P{D >er,} = fP{D, >r. I Zn}dP

< 6+6=261

A.2.2 Proofs for Chapter 3

Proof of Lemma 3.1: By Lemma 2.11

E. J(w)K, * f(w)dw 9()(fG(.) + Mf O(log n/n) )dw

IJ(w)f(w)dw + My O(logn/n)M

Proof of Lemma 3.2: By Lemma 2.14

An cov(9O., 1 )

- JJ 9(w4(w')cov I ",).I '))dwdwf/

-.] f fF(z)G(z)Dd(z -w)Dn(z- w)dz dwdw'

1 2

+'~ ] I()(' F(z)G(z)D.(z .- ,i)DR(z + w')dz 12dwdw'

= B+C

Expanding the squared term in B. above

B. O j(W)jjF(z)a(iG(yy)D(z -w)D.(y ~

x / 0(,')D,(z - ,)D.(- w')dw'dzdydw.

By Lemma 2.10 we have that, uniformly in (0 and 0,

J (w')D.(z - w')D.(y - w')dw' = O(z)D(z - y) + M#G) log n),

and analogously

J o(w)D.(z - w)D,(y - w)d, = O(z)D,(z - y) + M*O(log n).
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It then follows that, uniformly in F, G, 0, and 4),

B_ 3 f f F(z)G(z)F(y)G(y) (O(z)D, (z - y) + MeO(log n)) x

x (0(z)D,.(z - y) + MO(log n)) dzdy

2 I ff F(.)G(z)F(y)G(y) (-(z)(z)nK(Z -Y)

+ O(log n)(M,(z) + MeO(z))D, (z - y) + MeMOO(log3 n)) dydz

- nj F(z)G(z)6(z)0(x) F(y)G(y)K.(z - y)dydz

+O(log n/n 2 ) J F(z)G(z)(MO,(z) + M90(z)) f F(y)G(y)D.(z - y)dydz

+O(Iog 2 n/n )MMM f F(z)G(z)dz2

I f f(z)g(z)(z)4)(z)dz + O(log n/n')M-a sup IFG804)

+O(log 2 n/n') sup IFG12 (2 max{Me sup 101, Mo sup 61} -+ MeM,)

Since 0 and o) are in Lip(l) and are fixed functions, we shall, for notational convenience, drop
uniformity in 6 and and so

B, = f f(z)g(z)O(z))(z)dz + MF-sup IFGIO(logn/n') ±sup IfgO(log' n/n2),

uniformly in F and G. The result now follows immediately upon noticing that the bound on
C is the same. 0

Proof of Theorem 3.3: By Lemma 3.1 we have that

EIU. - V.1 2 = nE(9. -! - (O 0,-O))2

=nVar(z- + n{rE(0 - 0) +( 2 - O)}

n (Var( 2 ) + Var(0,) - 2cov(6, 6,))

+(Mg + Mf)20(log2 n/n)

so that the theorem follows readily from Lemma 3.2. U
Proof of Theorem 3.4: The regularity conditions on i, and Theorem 3.3 imply E'U "

V.'. 121X' - } - o,(1) which, by Lemma A.7, in turn implies U,. - 1V.I = o,(1) . U
Proof of Corollary 3.5: (1) follows from the fact that U,. - 1', = o(1) implies (Lemma A.5)

P{IU, -fI . > X - = op(1) whichin turn implies (Lemma A.6) dp(C(Tn'IXn-'), £(V,lXn'))
0,(l) but C(CnIX" - ') = £(U,). (2) follows from the triangle inequality and the fact that
C(u.) - C(U). 0

Proof of Lemma 3.6: Hasminskii's and Ibragimov's (1986) result (3.3), can be used to estab-
lish

£(a'v -(o, - Of) -. N(O,a'Eo)

for any vector a so that the result follows by taking limits of characteristic functions. U
Proof of Theorem 3.8: Using a Taylor expansion we can see that

On ,/nEA,. ( ,,-Of,)+ An

- +? A.
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where

At < v~h~. -o f ah(Ol) _ h(j;) v'i -Of iAn

and 0; is between 01 and Of.
Similarly,

/ -,- h(0 9) , - Of .) + B . + C .

+ B,," + C,

where

B,, < /njig -0 IIah(O/.) ah(i;)

C,, _ - 11 9h(9 1 ) ah ( v-Of1 -oIIc',

and 8; is between 09 and 0/.

Now, &,: - v"* = op(1) by Theorem 3.4 and by Theorem 3.7 V/'n(§& - Of) has a limiting

distribution and hence V'iift - 0f11 = O(1). Theorem 3.4 implies that \/-(O, - 0/) has the

same limiting distribution as Vn(j - 0).) and so V [10# - Ofl = O(1).

It remains to show that A,,, B,, and C. are each o,(1). A,, = o,(l) follows from 1;-O <
ijjO -0111 Op(n - / 2) and the fact that h has continous derivatives in No,. On the other hand,

if d(f, f,) op(1), then, for n large, 81. E No, with high probability, and since h has continous

derivatives in No,, this implies that B,, = op(l) and C, :o,(1). U
Proof of Corollary 3.9: Theorem 3.8 establishes U, - ,1 Op(1). The rest of the proof is

identical to that of Corollary 3.5. U

A.3 Chapter 4

A.3.1 Distances between spectra

Definition A.3 Let f and g be two complez-vWlued, measurable functions defined on [0, 11.
Define the metric d2(f,g)2 = fIi f(w) - g(w)12dw.

Lemma A.$ If f and 9 are complez-valued, measurable functions on [0, 1], then

d2 (f, g) <_ sup max(ff(w) , Jg(w))d 2 (og f,logg).

The proof is a consequence of the following lemma:

Lena A.9 1 - e'I S Iz ma.x(le'l, 1) for complez z.

Proof: Let z = z + iy. Then

le' - I e2' - 2e' cos(y) + I (A.6)

= (e' - 1)2 + 2e'(1 - cos(y)) (A.7)

< (el - 1)3 + exy 2 (A.8)
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since 1 - cos(y) < V'/2. By Taylor's theorem, there exists 0 < 0 < I such that (ex - 1)2 =
z 2e 2 < z 2 max(e 2', 1). Hence le' _ 112 < (z2 +y') max(e 2 , 1). The result follows upon taking
square root and using the fact that le' I ez. 0

We can now prove lemma A.8: Apply Lemma A.9 with z = logg - logf:

If - gI = If1II1- g/fI S_ Ilogf - loggi max(If1, Igi). (A.9)

The result now follows upon integrating A.9. 0

A.3.2 Proofs for Chapter 4

Proof of lemma 4.1: Lemmas 2.11 and 2.13 show that

V, = (I + phok)(U2,+Uh/

where U. are iid N(0, 1) variates, Ok is a random variable such that 18,1 ! 1, and ph is the

correlation between the real and imaginary parts of the DFT. Thus we have that

log(UI + U3,)/2 + log(l + p8k) + y.

Lemma 2.12 establishes ph - MIO(log n/n). Since (U'h + U' )/2 is an exponential random
variable, the expected value of its log is just --y so that

Eeht = p, Ee - p E6 /2 + p4E/3 + O(p4).

The first assertion then follows from the fact that E(Ot") = 0 for m odd and the second follows
trivially.

Now, the variance of

Ch. = log(1 + ph9 h) + log(U2. + U2,)/2 +

is equal to the sum of the variances of the first two terms since lemma 2.13 shows they are
independent. The second term is just the log of an exponential so its variance is known to be
X2/6. Moreover, the variance of the first term is bounded by (log(1 - ph)) = O(p') so that the

third assertion follows trivially.
The fourth assertion is merely a restatement of lemma 2.17. U
Proof of lemma 4.2: Notice that

2 - h (27rz)h (2rz)hdzsup I (,)I < 2 ___ sup - + -
- n >o 1 + A(2rz) 2 ' + n 1+ A(2wz) 2 '

The result now follows upon changing variable of integration to y - A'/ 2'2,rz in the integral
above and verifying that

sup (2-z)k (1 - k/2m) (m o - ").•
.?01 I+A(21rz)2- (,,-

A Proof of Lemma 4.3: By Lemma 4.2 and since f E Lip(l) we have that, for n large,

,)= Z {Iogf(k/2n) + O(logn/n)} W(w - k/2n)

h=- log f(k/2n)W(w - k/2n) + (1 + A- 1 /"')O(logn/n)

B.(w) + (1 + A-1/2")O(Iogn/n),
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so that it suffices to show sup, IB,,(w)I < F Ibm]. Indeed,

B, (w) 00 b, ) exp(i21rk(v - s)/2n).Fn + A(27rs)2
, =-n k---- +

- b, exp(i2rvw) (A10)

< b, 1. 0m
v-0

Proof of Lemma 4.4: A similar derivation to that used in deriving (A.10) in the proof of
Lemma 4.3, shows that

n-w 6z , exp(i21rvw)

E 1 + A(2,r,) 2 -

where lb,} are the Fourier coefficients of log(K 2,, * ). This implies that

= 2nW ,,,. * log(K3, • )(. )

and hence by Lemmas 2.5, 2.6, and 4.2, we have that

supIh'(w)l < 2nsup K 2 , f'(W) 11WA, i
W" 1 2 11 ) 1

<suplf'(w)Isup- 1 -+ 2)()W ' (1+

uniformly in A. But f' is bounded since f E Lip(l) is differentiable. Furthermore, since f > 0,
and is continuous, 1/f is bounded. a

Proof of Lemma 4.5: The r.h.s. in 4.6 follows from the fact that (cf., e.g., the proof of Lemma
4.3)

h =-. 1 + (2v) + 
(I + A-'/ 2m)O(logn/n),

E1 + A(2wz,) 2
-

Parseval's theorem, and the fact that (cf., e.g., Butzer and Nessel, 1971)

Ib,12 = 1iD21 +1 * h - hil = O(n-2 )

whenever h E Lip(l). Finally, continuity of A(A) follows from a discrete version of Lebesgue's
dominated convergence theorem. U

Proof of Lemma 4.6: From (4.4) and (4.5) we have that

1 -n n exp(i21rv,(w - k/2n))

h; in1 + A(2rv) 2

=-n~ V=-" ~
ep(i21rvw) (I

- exp(i2wvw)B,,
-:- =I + A(21r,)2,
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Now, by Lemma 4.1

E IB -.. E(fk.,en)exp(-i21rv(k - j)/2n)4n 2

SO(n'- ) + O(log2 n/n) = O(n- ')

uniformly in v.
On the other hand, by Parseval's Theorem

n 1B

=-n (1 + A(2+r) 2")

o(n-1)(1 + A-/2 ,)

by bounding the sum by an integral and changing the variable of integration as in the proof of
Lemma 4.2. a

Proof of Theorem 4.7: Take 0 < a < I and divide up the 2n integers from -n + I to n into
J n 1 - consecutive disjoint sets El from at + 1 = -n + 1 to a2 , a2 + 1 to as, etc., each set of

length n' or less. Let
Ain -- n,

4EE,

1 < jJ. Then,

EAj,, = O (n og2n) lo n1

and
Var(A,,) < n'O() + nO(log2 n/n 2 ) = 0(n),

where 0 is uniform in j for 1 < j !5 J. Applying Markov's inequality to A 2 we have that

P { A,J > ,,'/' <o0(n') + 0(log n/n- o('--2))
P-An1 O+26

and if An = maxi<<j IAinI then

P{A,, >.n/2+,} < P

JO(n') O(n'-'n') O(n_-26) 0.
nI+26 1+26

Thus An = o,(n1/ 2 +0), for each 6 > 0. Now,

h;(w = (w - k2~&

j=1 hEB i

= YW( -a, /2n)As + Z (W,(, - k/2n)- W,(w -a,/2n))c,
hE,
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The first sum above, S1 ,., satisfies
J

Si. _A. supE1W.(w-a,/2n)j

3=1

<A. supjW.(w)jJ

= (n/+6)0('.-)0(n-)
=OP(n /+6+r0-)

and the second sum, $2., satisfies

J

S2 . 1: E3 1 W,"(w - k/2n) - W,.(w - a,/2n)jehnj
)=1 kEE,

-K iZ On~)na

j kEE,
=nOr(n"+ r- 2)

=O,(n# + r,- l)

since ' , , = O.(n) by Markov's inequality. This proves the first assertion of the lemma.

An analogous argument proves the second. U
Proof of Lemma 4.8: By the triangle inequality

d 2(h, k.) = d 2(h,h,. +h')
< d 2(h,h,.) + d 2(0,hn)

and the result follows immediately from Lemmas 4.5 and 4.6 since Ed2 (h , 0) <
,!Ed(h;, 0). U

Proof of Lemma 4.9: Apply Lemma A.8 to f and i.. The 0, term follows since i. is

bounded in probability (Lemma 4.7). The expression in parentheses follows from Lemma 4.8. U

A.4 Chapter 7

Proof of Lemma T.1: Since V = mod(U + a, 1) - U(O, 1) for all a whenever U - U(O, 1), we

have that

has the same distribution as
F,.A /2 Dj-1

where D,. is a diagonal matrix with entries exp(i21rUo),..., exp(i2rU,. 1 ), U's iud U(0, 1) so let

0" ,,A,'I' 2 I',7 1
sn" ' D i/2n

- l

nD,,F,,X'-'

so that the covariance matrix of .xgiven Dn is given by

E {Y0"-'(Y,"-)r1D., I = T D, Fn,.FD.F.. (A. 11)
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On the other hand, for any matrix A, = (ahk), D,tA,D = (ak exp(i21r(Uj - Uk))) , and since

Eexp(i2r(Ul - Ut)) = 1 only if) = k and 0 otherwise, ED, A,ID, = diag(A,"), i.e., only the

diagonal survives premultiplying by D,,, postmultiplying by -, and taking expectation. Thus,

taking expectation again in (A.11) yields

EYre(0- )T  = p ag(F f a i t)Fa

where Ec is as in Example I of circulants in Chapter 2. 0
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Abstract

Suppose we observe a realization of size n of a Gaussian stationary sequence and we estimate
Of, a functional of the spectral density, by 6,. For example, Of and 62 might be the true and
the empirical rate at which the process crosses a certain level. It is natural to ask: (i) can the

sampling distribution of 6, be consistently estimated? and (ii), can a better estimator of Of
than i be constructed on the basis of 0.?

In this paper we describe approaches which allow answering both questions affirmatively in
certain situations. The approach is based on resampling the data, i.e., using the original data to
specify a distribution from which new samples are drawn. In the first problem the data induce
an estimate of the spectral density i, and the sampling distribution of 0. under ), is used to
estimate that under f. We establish results for estimators of well-behaved functions of linear
functionals of the spectral density. In the second problem we pretend the data are circular so
that the periodogram of the data is a sufficient statistic and thus the conditional expectation of
6. is a better estimator. If the data are not really circular, this mechanism introduces bias but
the reduction in variance may be substantial enough to reduce the mean square error.


